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Abstract

The Standard Model of particle physics does not allow lepton �avor violating decays of charged
leptons as neutrinos are supposed to be massless. However, as recent experiments have shown
that neutrinos have a tiny non-vanishing mass, such decays of charged leptons are in principle
possible via neutrino oscillations. The expected branching ratios are extremely small so
that observations of lepton �avor violating decays of charged leptons would be impossible
with current experimental methods. During the last years, new theoretical models have
been developed that describe physics beyond the Standard Model. It is widely expected
that such models can answer the open questions in particle physics as, for example, the
matter-antimatter asymmetry. Some of these new theories predict branching ratios for the
lepton �avor violating decays of charged leptons that can be measured with state-of-the-art
experimental methods. An observation of such a lepton �avor violating decay would be an
important hint for the existence of physics beyond the Standard Model.

An international collaboration has recently developed a high precision experiment, the so-
called MEG experiment, to search for the lepton �avor violating decay µ+ → e+ + γ. The
MEG collaboration is aiming for a sensitivity of 10−13, which would lower the previously best
upper limit of the branching ratio B (µ+ → e+ + γ) by two orders of magnitude. The MEG
experiment started physics data taking in 2008 and the analysis of the combined data sets
collected in 2009 and 2010 results in a branching ratio of B (µ+ → e+ + γ) < 2.4 ·10−12 (90%
C.L.), which is the most stringent limit on this decay to date.

This thesis deals with various aspects of the MEG experiment including the experimental
apparatus and physics analysis. The results presented in this thesis are based on data collected
during the data taking runs of 2009 and 2010.

Improvements of the MEG drift chamber system concerning the pressure control system, the
high voltage system, and the geometrical alignment to enhance the performance stability
and the measurement accuracy are detailed in the �rst part of this thesis. Furthermore, a
measuring technique to determine the timing resolution of a DRS4 chip with a precision of
3 ps is proposed. The viability of this method is shown by studying the in�uence of several
parameters on the timing resolution as, for example, the in�uence of electronic noise. In order
to analyze the performance of the liquid xenon detector under variable beam conditions, a
new monitoring tool based on a neutron generator was applied for the �rst time in 2010. In
this thesis, the data analysis methods of this monitoring tool are discussed and the results
are presented.



The second part of this thesis proposes analysis methods to verify that the detection and
analysis processes of the MEG experiment behave as expected. In particular, a new analysis
method based on goodness of �t checks is discussed that veri�es the consistency of measured
event distributions and background probability density functions. In addition, event distri-
butions are studied to identify unexpected dependencies or event clusters. Finally, to con�rm
the results obtained with the o�cial MEG analysis, all information about the collected events
are transformed from the multidimensional parameter space to the one-dimensional space of
a discriminant variable, namely the relative signal likelihood. In this thesis, new analysis
methods based on the relative signal likelihood are proposed to calculate the con�dence in-
terval limits of the branching ratio B (µ+ → e+ + γ). First, a cut analysis is detailed that
can be performed much quicker than the o�cial MEG analysis. The cut analysis results in
a branching ratio of B (µ+ → e+ + γ) < 2.9 · 10−12 (90% C.L.) for the combined 2009 and
2010 data sets and con�rms therefore the result of the o�cial MEG analysis. Second, an
alternative analysis method is proposed that uses a maximum likelihood analysis and the
Feldman-Cousins uni�ed approach with pro�le likelihood ordering. The alternative analysis
method is more than 400 times faster than the o�cial MEG analysis method and results in
a branching ratio of B (µ+ → e+ + γ) < 2.4 · 10−12 (90% C.L.) for the combined data sets of
2009 and 2010. Therefore, the newly proposed analysis method provides the same con�dence
interval limit as the o�cial MEG analysis method.



Zusammenfassung

Sogenannte Lepton-Flavor verletzende Zerfälle von geladenen Leptonen sind im Standardmo-
dell der Teilchenphysik nicht erlaubt, da Neutrinos als masselos angesehen werden. Neuste
Experimente haben jedoch gezeigt, dass Neutrinos eine kleine, nicht verschwindende Mas-
se besitzen. Entsprechend sind Lepton-Flavor verletzende Zerfälle von geladenen Leptonen
mittels Neutrinooszillationen prinzipiell möglich. Die erwarteten Werte für die jeweiligen Ver-
zweigungsverhältnisse sind jedoch äusserst klein und können mit heutigen experimentellen
Messmethoden nicht beobachtet werden. In den letzten Jahren wurden neue theoretische Mo-
delle entwickelt, welche neue Physik jenseits des Standardmodells beschreiben. Diese Theorien
sollen die noch ungeklärten Fragen der Teilchenphysik beantworten, beispielsweise der Grund
für die Materie-Antimaterie Asymmetrie. Manche dieser Theorien prognostizieren Verzwei-
gungsverhältnisse für Lepton-Flavor verletzende Zerfälle von geladenen Leptonen, die mit
neusten experimentellen Methoden nachgewiesen werden könnten. Die Entdeckung eines sol-
chen Zerfalls wäre ein wichtiger Hinweis dafür, dass neue Physik jenseits des Standardmodells
existiert.

Eine internationale Kollaboration untersucht derzeit den Lepton-Flavor verletzenden Zerfall
µ+ → e+ + γ mittels eines am Paul Scherrer Institut aufgebauten Hochpräzisionsexperiments
(MEG Experiment). Das Ziel der MEG Kollaboration ist es, eine Sensitivität von 10−13 zu
erreichen, um die bisherig beste Obergrenze für das Verzweigungsverhältnis B (µ+ → e+ + γ)
um zwei Grössenordnungen zu verbessern. Das MEG Experiment startete 2008 mit der Da-
tenaufnahme und die Analyse der kombinierten Daten von 2009 und 2010 resultiert in ein
Verzweigungsverhältnis von B (µ+ → e+ + γ) < 2.4·10−12 (90% C.L.), welches die momentan
genauste Obergrenze für dieses Verzweigungsverhältnis darstellt.

Diese Arbeit beinhaltet verschiedene Aspekte des MEG Experiments und betri�t sowohl den
Detektor als auch die Datenanalyse. Die Resultate, welche in dieser Arbeit präsentiert werden,
basieren auf den Daten von 2009 und 2010.

Im ersten Teil dieser Arbeit werden Verbesserungen des MEG Driftkammernsystems beschrie-
ben, welche das Druckkontrollsystem, das Hochspannungssystem und die optische Vermessung
betre�en. Des Weiteren wird eine Messtechnik vorgestellt, welche die Zeitau�ösung eines DRS4
Chips mit einer Genauigkeit von 3 ps bestimmt. Die Messtechnik wird anschliessend benutzt,
um den Ein�uss von verschiedensten Parametern auf die Zeitau�ösung zu untersuchen, wie
beispielsweise der Ein�uss von elektronischem Rauschen. Im Jahr 2010 wurde zum ersten
Mal eine Überwachungsmethode eingesetzt, welche auf einem Neutronengenerator beruht
und die Leistungsfähigkeit des MEG Photonendetektors bei verschiedenen Strahlintensitäten



überprüft. In dieser Arbeit werden die Datenanalysetechniken dieser Überwachungsmethode
diskutiert und deren Resultate vorgestellt.

Um zu überprüfen, ob die Detektions- und Analyseprozesse des MEG Experiments richtig
funktionieren, werden im zweiten Teil dieser Arbeit verschiedene Analysemethoden disku-
tiert. Insbesondere wird eine Analysemethode basierend auf sogenannten Goodness-of-Fit-
Tests besprochen, welche die Konsistenz der gemessenen Ereignisverteilungen und Wahr-
scheinlichkeitsdichten des Untergrunds überprüft. Zusätzlich werden die gemessenen Ereignis-
verteilungen auf unerwartete Abhängigkeiten oder Ereignisanhäufungen untersucht. Zuletzt
werden die Resultate der o�ziellen MEG Analyse überprüft, indem die Informationen über
die gemessenen Ereignisse vom mehrdimensionalen Parameterraum in den eindimensionalen
Raum der relativen Signalwahrscheinlichkeit transformiert werden. In dieser Arbeit werden
zwei Analysemethoden vorgestellt, welche die Grenzen des Kon�denzintervalls für das Ver-
zweigungsverhältnis B (µ+ → e+ + γ) berechnen. Beide Methoden beruhen auf der relativen
Signalwahrscheinlichkeit. Zuerst wird eine sehr schnelle Cut-Analyse vorgestellt. Diese Cut-
Analyse resultiert in ein Verzweigungsverhältnis von B (µ+ → e+ + γ) < 2.9·10−12 (90% C.L.)
für die kombinierten Daten von 2009 und 2010. Die Cut-Analyse bestätigt daher das Resultat
der o�ziellen MEG Analyse. Anschliessend wird eine alternative Analysemethode diskutiert,
welche eine Maximum-Likelihood-Analyse mit dem Ansatz von Feldman-Cousins kombiniert.
Die alternative Analysemethode ist über 400 mal schneller als die o�zielle MEG Analyse
und ergibt ein Verzweigungsverhältnis von B (µ+ → e+ + γ) < 2.4 · 10−12 (90% C.L.) für
die kombinierten Daten von 2009 und 2010. Die neu eingeführte alternative Analysemethode
liefert entsprechend das gleiche Resultat wie die o�zielle MEG Analysemethode.
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Chapter 1

Introduction

The Standard Model of particle physics describes all known elementary particles as well as
their interactions. The elementary particles are classi�ed in three �avor generations. It is
experimentally proven that �avor violating processes exist, namely in the quark sector and
in the neutral lepton sector. But until now, no �avor violating process has been observed in
the charged lepton sector composed of the electron (e), the muon (µ), and the tau particle
(τ). This means that lepton �avor violating decays of charged leptons such as µ → e + γ,
µ→ e+ e+ e, τ → e+ γ, or τ → µ+ γ have never been observed.

In the Standard Model, the neutrino masses are supposed to be zero. As a consequence, lepton
�avor violating processes are forbidden and the lepton �avor numbers are conserved. Even if
neutrino masses are introduced, the expected branching ratios for such processes are strongly
suppressed due to small neutrino masses. It is therefore not possible to observe lepton �avor
violating decays of charged leptons with current measuring techniques.

During the last years, new theories beyond the Standard Model became more important as
it is expected that such theories may answer the open questions of particle physics such
as the matter-antimatter asymmetry. Even tough di�erent experiments are trying to prove
the existence of such theoretical models, no evidence for new physics has been found so
far. However, such new theories predict branching ratios for lepton �avor violating decays
of charged leptons that are measurable with experimental methods. The search for lepton
�avor violating decays of charged leptons is therefore equivalent to the search for new physics
beyond the Standard Model.

The decay of an antimuon1 into a positron and a photon (µ+ → e+ + γ) is one of the
simplest lepton �avor violating processes. In 1999, the best upper limit of the branching ratio
B (µ+ → e+ + γ) was found by the MEGA experiment and was given by B (µ+ → e+ + γ) <
1.2 · 10−11 at 90 % C.L. [1]. In the same year, a research proposal [2] was approved by the
Research Committee for Particle Physics of the Paul Scherrer Institute (PSI, [3]) in Switzer-
land. An international collaboration called MEG (�Muon to Electron and Gamma�, [4]) of
approximately 60 physicists from Italy, Japan, Russia, Switzerland, and the United States

1For the remainder of this thesis, the term �muon� will be used even if an antimuon is meant.



2 1.1 Theoretical Background

started to develop a new high precision experiment to search for the decay µ+ → e+ + γ.
The goal of the MEG collaboration is to lower the limit of the branching ratio found by
the MEGA experiment by two orders of magnitude to 10−13. The aimed sensitivity of the
MEG experiment allows to achieve a branching ratio B (µ+ → e+ + γ) that is predicted by
new theoretical models. In other words, the MEG experiment will either observe the decay
µ+ → e+ + γ and therefore prove the existence of new physics beyond the Standard Model
or it will �nd a new limit of the branching ratio B (µ+ → e+ + γ) that will put stringent
constraints on the allowed parameter space of new theories.

This thesis deals with various aspects of the MEG experiment including the experimental ap-
paratus and physics analysis. This thesis focuses on improvements of the MEG drift chamber
system, the timing resolution of a DRS4 chip, and a neutron generator monitoring tool for
the MEG liquid xenon detector. Furthermore, goodness of �t checks are performed and event
distributions are studied. Finally, new analysis methods based on the relative signal likelihood
are proposed to calculate the con�dence interval limits of the branching ratio B (µ+ → e+ + γ)
and to con�rm the results obtained with the o�cial MEG analysis.

The remainder of this chapter is structured as follows: The theoretical background about
Standard Model, neutrino masses, and physics beyond the Standard Model is detailed in
Section 1.1. An overview of past experiments searching for the decay µ+ → e+ + γ, the event
and background signature, and the requirements to search for this decay are presented in
Section 1.2. Section 1.3 gives an overview of experiments searching for other lepton �avor
violating decays of charged leptons. Finally, Section 1.4 describes the structure of this thesis.

1.1 Theoretical Background

The theoretical background of the lepton �avor violating decay µ+ → e+ + γ in the Stan-
dard Model, in the Standard Model including neutrino masses, and in theoretical models
about physics beyond the Standard Model is detailed in Section 1.1.1, Section 1.1.2, and
Section 1.1.3, respectively. This section describes commonly known particle physics mod-
els. For general references for the Standard Model of particle physics, neutrino physics, and
supersymmetric theories, the reader is referred to [5�7].

1.1.1 The Standard Model of Particle Physics

The Standard Model (SM) of particle physics describes the known elementary particles and
their interactions. To date, 12 elementary spin 1/2 fermions (particles with half integer spin)
are known, namely six leptons (electron (e), electron neutrino (νe), muon (µ), muon neutrino
(νµ), tau (τ), tau neutrino (ντ )) and six quarks (up (u), down (d), strange (s), charm (c),
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bottom (b), top (t)). These fermions are classi�ed in three �avor generations:

Quark

(
u
d

) (
c
s

) (
t
b

)
Lepton

(
νe
e

) (
νµ
µ

) (
ντ
τ

)
Generation I II III

The SM also describes the interactions between the fermions, namely the electromagnetic, the
weak, and the strong interaction. All interactions are carried by spin 1 gauge bosons (particles
with integer spin). The photon (γ) is the gauge boson of the electromagnetic interaction, the
W±- and Z0-bosons are the gauge bosons of the weak interaction, and eight gluons are the
gauge bosons of the strong interaction. The gravitational interaction is not described by the
SM and a corresponding gauge boson (�graviton�) has not been observed so far. The gauge
theory of the SM is therefore described by the group

SU(3)C × SU(2)L ×U(1)Y (1.1)

where SU(3)C describes the strong interaction and SU(2)L × U(1)Y describes the uni�cation
of the electromagnetic and the weak interaction (electroweak interaction). An open ques-
tion of the SM of particle physics is why elementary particles are massive. In the particle
physics community, the most popular theory is the Higgs mechanism, which states that the
electroweak group is spontaneously broken. This theory postulates a new particle, namely
the Higgs boson. The ATLAS and CMS experiments at the Large Hadron Collider (LHC) at
CERN have recently discovered a new particle with a mass near 125GeV that could be the
Higgs boson [8].

As mentioned before, quarks and leptons are classi�ed in three �avor generations. It is
experimentally veri�ed that �avor violating processes occur in the quark sector. They are
described by the unitary Cabibbo-Kobayashi-Maskawa (CKM) matrix V with d′

s′

b′

 =

 Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

 ·
 d

s
b

 (1.2)

where the vector (d′, s′, b′) denotes the weak interaction eigenstates (�avor eigenstates) and
(d, s, b) denotes the mass eigenstates of the corresponding quarks. The probability of the
transition from a quark i to another quark j is given by the square of the corresponding
mixing matrix element |Vij |2.

As measurements of the neutrino masses only resulted in small upper bounds that are limited
by the precision of the measurements, it was assumed for a long time that neutrinos are
massless. As a consequence, the corresponding lepton mixing matrix is diagonal, that is,
lepton �avor mixing is not allowed. Therefore, each lepton �avor number Le, Lµ, and Lτ with

Ll =


1 if l− or νl
−1 if l+ or νl l = e, µ, τ

0 else

(1.3)
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is conserved in every process. Consequently, the lepton �avor violating decay µ+ → e+ + γ is
not allowed in the SM. Nevertheless, the SM predicts lepton �avor conserving decays of muons
and various experiments proved their existence and measured the branching ratios. The most
important muon decays with the corresponding branching ratios are listed in Table 1.1. The
muon decay µ− → e− + νe + νµ is known as Michel decay and µ− → e− + νe + νµ + γ is the
radiative muon decay.

Table 1.1: Muon decay modes and the corresponding branching ratios [9]. The µ+ decay
modes are charge conjugates of the listed decay modes.

Muon Decay Mode Branching Ratio Reference

µ− → e− + νe + νµ ≈ 100 %
µ− → e− + νe + νµ + γ (1.4± 0.4) % [10]
µ− → e− + νe + νµ + e+ + e− (3.4± 0.4) · 10−5 [11]

1.1.2 Neutrino Masses

In the SM, neutrinos are supposed to be massless. However, if neutrinos have a non-zero
mass, their mass eigenstates and �avor eigenstates are connected via a non-diagonal matrix
U with  νe

νµ
ντ

 =

 Ue1 Ue2 Ue3
Uµ1 Uµ2 Uµ3
Uτ1 Uτ2 Uτ3

 ·
 ν1

ν2
ν3

 (1.4)

where the vector (νe, νµ, ντ ) denotes the �avor eigenstates and (ν1, ν2, ν3) denotes the mass
eigenstates of the corresponding neutrinos. The unitary matrix U is known as the Pontecorvo-
Maki-Nakagawa-Sakata (PMNS) matrix. The probability to have a muon neutrino νµ in an
electron neutrino νe beam at a distance L from the beam source (also referred to as �neutrino
oscillation�) is given by [6]

P (νe → νµ) = sin2(θ) · sin2

(
1.27 ·

(
∆m2/eV2

)
· (L/m)

(E/MeV)

)
(1.5)

with θ the mixing angle calculated from the PMNS matrix, ∆m2 the squared neutrino mass
di�erence, and E the neutrino energy. An observation of such a neutrino oscillation P (νe →
νµ) > 0 would imply a neutrino mass di�erence of ∆m2 > 0 and therefore non-zero neutrino
masses.

During the last years, various experiments such as Super-Kamiokande [12], SNO [13], or
Daya Bay [14] observed neutrino oscillations so that the assumption of massless neutrinos
is no longer tenable. The presence of massive neutrinos and therefore neutrino oscillations
enables the lepton �avor violating decay µ+ → e+ + γ. Figure 1.1 shows Feynman diagrams
contributing to the decay µ+ → e+ + γ in the SM with neutrino oscillations. The branching
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Figure 1.1: Feynman diagrams contributing to the decay µ+ → e++γ in the SM with neutrino
oscillations.

ratio B (µ+ → e+ + γ) is given by [15]

B
(
µ+ → e+ + γ

)
=

3

32
· α
π
·
(

∆m2

M2
W

)2

· sin2(θ) · cos2(θ) (1.6)

with MW the mass of the W -boson, ∆m2 the squared neutrino mass di�erence, and sin2(θ) ·
cos2(θ) the mixing factor sin2(θ) · cos2(θ) = |

∑
i Uµi · Uei|2. The branching ratio for the

lepton �avor violating decay µ+ → e+ + γ is therefore extremely small for tiny neutrino mass
di�erences [15]:

B
(
µ+ → e+ + γ

)
= 5 · 10−48 ·

(
∆m2/eV2

)2 · sin2(θ) · cos2(θ)

≈ 10−55.
(1.7)

As a consequence, the lepton �avor violating decay µ+ → e+ + γ as described in the SM
with neutrino oscillations cannot be observed with experimental methods as the expected
branching ratio is many orders of magnitude smaller than the reachable sensitivity of such
experiments.

1.1.3 Physics Beyond the Standard Model

The SM of particle physics is a very successful model and was able to predict certain particles
before they were actually observed. Nevertheless, the SM does not answer all open questions
of particle physics. For example, the SM does not describe gravitation, it does not explain the
matter-antimatter asymmetry, and it cannot answer the question what dark matter is. All
those open questions lead to the assumption that there exists a universal theory beyond the SM
that can provide the missing answers. During the last years, several theoretical extensions to
the SM were developed such as grand uni�ed theories (GUT) to unify all kinds of interactions
at high energies or supersymmetric (SUSY) models that predict new supersymmetric particles.
Even tough particle physics experiments all over the world are trying to prove the existence
of such models, no evidence for new physics beyond the SM has been found so far.

The simplest GUT model is the minimal SU(5) model. But as the predicted proton decay
time is shorter than the experimental limit [16], the minimal SU(5) model is already excluded.
Nevertheless, the combination of the minimal SU(5) model with SUSY is still not discarded.
It was shown in [17] that the lepton �avor violating decay µ+ → e+ + γ can be induced
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Figure 1.2: Feynman diagrams for the decay µ+ → e+ + γ in the SU(5) SUSY GUT model.
The supersymmetric particles µ̃L, µ̃R, ẽR, B̃0, and H̃0 are the left-handed smuon, right-
handed smuon, right-handed selectron, bino, and neutral higgsino, respectively. The blobs on
the lines and the corresponding terms are the mixing masses. The �gure is adopted from [17].

by processes illustrated with Feynman diagrams shown in Fig. 1.2. In a certain parameter
space, the expected branching ratio B (µ+ → e+ + γ) reaches up to 10−12 and is therefore one
order of magnitude below the experimental limit from MEGA that is given by 1.2 · 10−11 [1].
Lowering the experimental limit by one or two orders of magnitude can either prove the
existence of physics beyond the SM or restrict the allowed parameter space.

The lepton �avor violation in a SO(10) SUSY GUT model is also discussed in the literature
[18]. The SO(10) model has some advantages over SU(5) models such as the neutrino masses,
which are naturally present in the SO(10) model. This model predicts branching ratios of
lepton �avor violating muon decays that are just below the experimental limits. The results
of the analysis presented in [18] are shown in Fig. 1.3. The MEG experiment will be able
to test the currently discussed theoretical models and to put stringent constraints on them.
The MEG experiment makes therefore an important contribution to the worldwide search for
physics beyond the SM.

1.2 The µ+ → e+ + γ Search

An overview of past experiments that searched for the lepton �avor violating decay µ+ →
e++γ is given in Section 1.2.1. In addition, the event and background signatures are described
in Section 1.2.2 and the requirements of the µ+ → e+ + γ search are listed in Section 1.2.3.
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Figure 1.3: Branching ratio of the lepton �avor violating decay µ+ → e+ + γ as a function
of the uni�ed gaugino mass M1/2 in the SO(10) SUSY GUT model for two �xed values for
tanβ. The parameter tanβ is the ratio of the two vacuum expectation values of the two
neutral Higgs bosons. Each plot shows two scenarios, namely the PMNS- and the CKM-case.
The points of the scatter plots are obtained by scanning the SUSY GUT parameter space
that is accessible with the LHC at CERN. The horizontal line with the label �Now� indicates
the upper limit of the branching ratio B (µ+ → e+ + γ) found by MEGA and the line with
the label �MEG� indicates the limit reachable by the MEG experiment. The plots originate
from [18].

1.2.1 Past µ+ → e+ + γ Search Experiments

The muon was discovered in cosmic radiation in 1937 [19]. At this time, it was not yet known
that the muon is an elementary particle and it was assumed that the muon would decay in
an electron and a photon if the muon is an excited state of the electron. The �rst experiment
searching for the decay µ+ → e++γ was made by Hincks and Pontecorvo in 1947 with cosmic
ray muons [20]. They found an upper limit of the branching ratio B (µ+ → e+ + γ) of less
than 10%. During the following years, the sensitivities of µ+ → e+ + γ search experiments
signi�cantly improved due to the fact that the experiments had access to muons produced
by accelerators. First, the experiments used muons produced by stopped pion beams. Later,
the experiments directly used muon beams. The sensitivities of the experiments increased
with better muon sources. However, to deal with the increased number of background events,
µ+ → e+ + γ search experiments require a good background rejection capability. Figure 1.4
shows the upper limits of the branching ratio B (µ+ → e+ + γ) obtained with past µ+ → e++γ
search experiments and the most important results are summarized in Table 1.2. Before the
MEG experiment started physics data taking, the best upper limit of the branching ratio
B (µ+ → e+ + γ) was provided by the MEGA experiment and was given by 1.2 ·10−11 at 90 %
C.L. [1]. The MEG experiment is aiming a sensitivity of 10−13, which would lower the limit
of MEGA by two orders of magnitude.
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Figure 1.4: Upper limits of the branching ratio B (µ+ → e+ + γ) obtained with past exper-
iments as a function of the publication year. The labels �Cosmic Muons�, �Stopped Pions�,
and �Muon Beams� denote the techniques that were used by the experiments. The last entry
corresponds to the result of the MEGA experiment. The aimed sensitivity of the MEG
experiment is 10−13 and is indicated with a horizontal line.

Table 1.2: Overview of past µ+ → e+ +γ search experiments. The name of the experiment or
the location is listed with the publication year and the reached upper limit of the branching
ratio B (µ+ → e+ + γ).

Experiment/Place Year Upper Limit at 90% C.L. Reference

TRIUMF 1977 3.6 · 10−9 [21]
SIN 1980 1.0 · 10−9 [22]
LANL 1982 1.7 · 10−10 [23]
Crystal Box 1986 4.9 · 10−11 [24]
MEGA 1999 1.2 · 10−11 [1]
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1.2.2 Event and Background Signature

As negatively charged muons would be captured by nuclei if they are stopped in the target, a
positively charged muon beam is used for the MEG experiment. The muon beam is stopped
in a target and the muons decay at rest. The signature of µ+ → e++γ events is characterized
by:

• The energies of the emitted positron and photon are equal to half of the muon mass,
that is, Ee = mµ/2 = 52.8 MeV (positron energy) and Eγ = mµ/2 = 52.8 MeV (photon
energy).

• Positron and photon are emitted back-to-back, that is, φeγ = 0 rad (relative azimuthal
angle) and θeγ = 0 rad (relative polar angle). The de�nitions of φeγ and θeγ are explained
in Chapter 6.

• Positron and photon are emitted coincident in time, that is, teγ = 0 s (relative timing).

There exist two kinds of background events for the event signature described before. The �rst
one are radiative muon decays where neutrinos carry away only little energy. The kinematics of
radiative muon decays are well known and it has been shown that the background of radiative
muon decays is not a serious problem for the MEG experiment as long as detector resolutions
similar to past µ+ → e+ + γ search experiments are achieved [25]. The second kind of back-
ground events are accidental coincidences of a positron from a Michel decay and one or more
overlapping photons with an energy of approximately 52.8MeV from another source. This
source might be radiative muon decays, annihilation-in-�ight, or bremsstrahlung of positrons
from Michel decays. The higher the muon stopping rate, the higher is the probability of
accidental coincidences, and the more serious is the impact of this kind of background events.
As a consequence, good background rejection capabilities and therefore excellent detector
resolutions are necessary to search for the decay µ+ → e+ + γ. It has been shown that
accidental coincidences are the dominant background for the MEG experiment and that they
limit the reachable sensitivity [25].

1.2.3 Requirements of the µ+ → e+ + γ Search

To be sensitive for the lepton �avor violating decay µ+ → e+ + γ within three or four years
of physics data taking, a high muon stopping rate is required. Unfortunately, the probability
of accidental coincidences of positrons and photons increases quadratically with higher muon
stopping rate. It was shown before that such accidental coincidences will limit the µ+ → e++γ
search of the MEG experiment. A pulsed muon beam is therefore not suited for the µ+ →
e++γ search. To have a high muon stopping rate and to minimize the accidental background,
a high intense and continuous muon beam is required. In addition, the kinematics of positrons
and photons have to be measured with high resolution. It was shown in [2] that the branching
ratio of the accidental background BA is approximately given by the formula

BA ∝ δEe · δteγ · (δEγ)2 · (δΘeγ)2 (1.8)



10 1.3 Related Work

with δEe, δteγ , δEγ , and δΘeγ the resolutions of the positron energy, timing, photon energy,
and opening angle, respectively. Therefore, it is especially important to have a high perfor-
mance photon detector with a good energy resolution and a positron detector with a high
performance even in a high rate environment. To meet the demands of the µ+ → e+ + γ
search, the MEG collaboration developed a high precision detector including new, innovative,
and precise measuring methods and technologies. The experimental apparatus as well as
calibration and monitoring methods are described in the �rst part of this thesis and the
analysis techniques are explained in the second part.

1.3 Related Work

The search for physics beyond the SM is ongoing worldwide with di�erent experiments. The
LHC at CERN provides proton collisions with the currently highest energies. One of the
purposes of the LHC is to discover the Higgs particle and answer the question why elementary
particles are massive. In addition, the energies of the LHC are high enough to observe
supersymmetric particles. The discovery of such particles would prove that physics beyond the
SM exists. The search for new physics with high energies is called the �high energy frontier�
of particle physics.

An alternative way to search for new physics is the so-called �high precision frontier�. Ex-
periments at this frontier try to �nd small deviations from the SM, which requires extremely
precise measurements. One experiment at this frontier is the nEDM experiment [26] at the
PSI. This experiment is trying to measure the electric dipole moment of the neutron using a
new ultra cold neutron source [27]. The measurement of a non-zero electric dipole moment
could explain the matter-antimatter asymmetry in the universe.

Other experiments at the high precision frontier are searching for �forbidden� particle decays,
that is, decays that are suppressed in the SM. An observation of such a decay at branching
ratios larger than the SM expectations would be a proof for new physics. Lepton �avor
violating decays of muons and tau particles are particularly well suited for such new physics
searches as their �nal states are very simple. An overview of current and future charged
lepton �avor violation experiments and the corresponding theoretical background is given
in [28] and [29]. In the following, some of those experiments are introduced.

The most recent result in this �eld is provided by the MEG experiment in the channel
µ+ → e+ + γ as described in this thesis. In addition, a letter of intend for a new experi-
ment, called Mu3e, searching for µ+ → e+ + e− + e+ was submitted to the PSI in January
2012 [30]. The goal of the Mu3e experiment is to reach a sensitivity of 10−16 for the branch-
ing ratio B (µ+ → e+ + e− + e+). Therefore, the Mu3e experiment would lower the current
experimental upper limit of 1.0 · 10−12 at 90% C.L. found by the SINDRUM experiment [31]
by four orders of magnitude. After developing and testing prototypes, the Mu3e experiment
will be performed in two phases. In the �rst phase (2014-2017), the Mu3e experiment will
use the existing beamlines of the PSI and reach with the provided stopping rate of 108 µ+/s a
sensitivity of approximately 10−15. For the second phase (after 2017), a new muon beam line
has to be built at PSI to ensure stopping rates of 2 · 109 µ+/s. With this stopping rate, the
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Mu3e experiment will be able to measure the branching ratio B (µ+ → e+ + e− + e+) with a
sensitivity of 10−16.

The µ → e conversion on elements such as aluminium or titanium is another lepton �avor
violating process that is used to search for new physics beyond the SM. There are two di�erent
experiments that submitted their letters of intend in 2007: the Mu2e experiment [32] at the
Fermi National Accelerator Laboratory (Fermilab, [33]) and COMET (�COherent Muon to
Electron Transition�, [34]) at the Japan Proton Accelerator Research Complex (J-PARC, [35]).
Both experiments are going to measure the branching ratio B (µ− +Al→ e− +Al) with a
sensitivity better than 10−16. There exist also plans for a future project called PRISM/PRIME
(�Phase Rotated Intense Slow Muon Source� and �PRISM Mu E�, [36]) at the J-PARC that
aims to measure the branching ratio B (µ− + Ti→ e− + Ti) with a unprecedented sensitivity
of 10−18. The currently best experimental limit for µ → e conversion was found by the
SINDRUM II experiment and is given by B (µ− +Au→ e− +Au) < 7·10−13 at 90% C.L. [37].
Therefore, the planned experiments would lower the experimental limit by four or six orders
of magnitude.

The searches for lepton �avor violating processes with charged leptons in the channels µ+ →
e+ + γ, µ+ → e+ + e− + e+, and µ → e are testing a wide parameter space of theoretical
models about new physics beyond the SM and are therefore complementary with the search
for new physics at the LHC.

1.4 Thesis Outline

This thesis is divided into two parts: Part 1 covers the experimental apparatus and Part 2
includes physics analysis. The results presented in this thesis are based on data collected by
the MEG experiment during the data taking runs of 2009 and 2010.

In Chapter 2, the MEG experiment is explained in general. After an introduction about the
detector setup and the used coordinate systems, the features of the beamline and the target
are highlighted. The innovative positron spectrometer is introduced and the liquid xenon
photon detector is described. In addition, details about the electronics and data acquisition
systems and the used simulation and analysis software are presented. Furthermore, calibration
and monitoring tools are explained in detail. Finally, the chapter gives an overview of the
physics data taking periods and the detector performances of the MEG experiment during
the last few years.

Some aspects of the MEG drift chamber system are detailed in Chapter 3. In particular, the
features of the automated pressure control system and the sophisticated high voltage system
are highlighted. In addition, the optical survey of the drift chamber system and the target is
explained and the newly adopted measuring method with corner cube re�ectors is presented
along with the achieved improvements.

In Chapter 4, a measuring method to determine the timing resolution of the DRS4 chip is
proposed and the obtained results are presented. Furthermore, the impact of clock cables on
the timing measurement of the MEG experiment is estimated.
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The experimental setup of a liquid xenon monitoring tool using a neutron generator is de-
scribed in Chapter 5. The data analysis techniques are detailed and the obtained results are
presented. In addition, the neutron generator method is used to verify that the dead channel
recovery algorithm to compensate broken photomultiplier tubes works as expected.

In Chapter 6, the µ+ → e+ + γ search analysis of the MEG collaboration is detailed. In
particular, the maximum likelihood analysis is explained, the probability density functions
are introduced, and the calculation procedure to obtain the con�dence interval is detailed.
In addition, the methods for the normalization and sensitivity calculation are described and
the results of the analysis of the data collected during 2009 and 2010 are presented. Finally,
systematic uncertainties are discussed.

Goodness of �t tests are performed in Chapter 7 to verify that the used background prob-
ability density functions and the event distributions measured by the MEG experiment are
consistent. In addition, the event distributions are studied to con�rm that the detection and
reconstruction processes are well understood. In particular, the focus is on events with a high
likelihood to be a µ+ → e+ + γ decay.

In Chapter 8, the de�nition of the relative signal likelihood is introduced, the corresponding
probability density functions are presented, and goodness of �t checks are performed. A cut
analysis based on the relative signal likelihood is proposed to calculate the con�dence interval
limits of the branching ratio B (µ+ → e+ + γ) and the obtained results are presented. In
addition, an alternative analysis method is proposed that is also based on the relative signal
likelihood. The goal of this analysis is to determine the con�dence interval limits of the
branching ratio B (µ+ → e+ + γ) and to con�rm the results of the o�cial analysis method of
the MEG collaboration. The basic idea of the alternative analysis method is detailed and the
expected background is estimated. The details of the alternative analysis are described and the
expected sensitivity is calculated. Furthermore, the statistical and systematic uncertainties
are discussed. The results of the alternative analysis method applied to the data collected
in 2009 and 2010 are presented and compared with the results of the MEG collaboration.
Finally, sensitivities that can be reached by the MEG experiment in the next few years are
estimated.

Chapter 9 summarizes the obtained results and completes this thesis with some concluding
remarks.



Part I

Experimental Apparatus





Chapter 2

The MEG Experiment

The search for the lepton �avor violating decay µ+ → e+ + γ requires a continuous and high
intense muon beam to suppress accidental background and to collect enough muon decays to
be sensitive for the rare decay µ+ → e+ + γ. In addition, very precise measurements of the
kinematic variables of both the positron and the photon are necessary. This chapter describes
the experimental apparatus of the MEG experiment, which achieves sensitivities in the range
of 10−13 for the branching ratio B (µ+ → e+ + γ).

Section 2.1 gives an overview of the MEG detector and introduces the used coordinate systems.
The beamline and the target are explained in Section 2.2. The positron spectrometer and
the photon detector are introduced in Section 2.3 and Section 2.4, respectively. Section 2.5
explains the data acquisition system, the trigger, the waveform digitizer, and the slow control
used by the MEG experiment. The simulation and analysis software is detailed in Section 2.6.
Calibration and monitoring tools are presented in Section 2.7. Finally, Section 2.8 gives an
overview of the data taking periods during the last few years. The discussed techniques and
speci�cations presented in this chapter originate from the MEG collaboration. The pho-
tographs shown in this chapter are provided by several collaborators.

2.1 Detector Overview

The MEG experiment is located at the Paul Scherrer Institute (PSI) in Villigen, Switzer-
land [3]. The PSI is an interdisciplinary research center, which provides the world's most
intense continuous muon beams. After passing the MEG beam transport system, the muons
are stopped in a thin target where they decay at rest. The emitted photons are detected
with the world's largest liquid xenon scintillation detector and the kinematic variables of the
positrons are measured with an innovative positron spectrometer. It consists of a special
superconducting magnet called COBRA, a low-mass drift chamber system, and fast timing
counters. Figure 2.1 shows a schema of the MEG detector with all important components.

The global MEG coordinate system (x, y, z) is also drawn in this �gure. Its origin is de�ned
as the center of the COBRA magnet. The z-axis corresponds to the beamline and the y-axis
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Figure 2.1: Schema of the MEG detector with the superconducting magnet COBRA, the drift
chamber system, the timing counters, and the liquid xenon detector.

is the vertical axis describing the height. The x-axis is the missing axis of a right-handed
rectangular coordinate system composed of y- and z-axis. In this coordinate system, θ and φ
denote the polar and azimuthal angle, respectively.

An additional local coordinate system (u, v, w) is de�ned for the liquid xenon detector. The
u-axis is identical to the z-axis, that is, the beam direction with origin at the center of
the COBRA magnet. The v-axis corresponds to the inverted φ coordinate along the inner
face1 with origin at y = 0. The w-axis describes the depth in the liquid xenon detector. It
corresponds to the radial direction in cylindrical coordinates with origin at the inner face.

2.2 Beam and Target

A high intense muon beam is required to search for the rare decay µ+ → e+ + γ as the
sensitivity increases with the number of observed muons. The consequence of a high intensity
beam is an increased number of accidental coincidences. This is the reason why a continuous
muon beam is better suited for the µ+ → e++γ search than a pulsed one. As the PSI provides
the world's most intense continuous muon beam, the MEG experiment is located there.

The proton ring cyclotron facility of the PSI produces a 590MeV proton beam with a current
of 2.2mA. The proton beam is guided through two targets and the produced pions and
muons are steered in several secondary beamlines. The MEG experiment uses the πE5 beam
channel [38], which provides surface muons of 28MeV/c. Those muons are produced by pions
decaying at rest on the production target surface.

To ensure that the muon beam is stopped in the target with the desired stopping rate, the
MEG collaboration developed a beam transport system. Figure 2.2 shows a schema of this
system. A triplet of quadrupoles (Triplet I) focuses the beam to a Wien �lter, which reduces

1The inner face denotes the surface of the liquid xenon detector that is the closest to the COBRA magnet
as explained in Section 2.4.
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the positron contamination in the muon beam. A second quadrupole triplet (Triplet II)
refocuses the beam to the collimator system and the so-called beam transport solenoid (BTS),
which ensures a small beam spot size at the MEG target position. A momentum degrader
made of 300µm mylar is installed inside the BTS to reduce the muon momentum. This
degrader ensures that the muon beam is stopped in the target with a stopping rate of 3 ·
107 µ+/s.

Wien filter BTS

Collimator

Triplet I Triplet II COBRA

Figure 2.2: Schema of the MEG beam transport system with quadrupole triplet, Wien �lter,
second quadrupole triplet, collimator, and BTS. In addition, the COBRA magnet and the
compensation coils are shown.

The MEG target consists of an ellipsoidal polyethylene foil with a major axis of 200.5mm,
a minor axis of 79.8mm, and a thickness of 205µm. The target foil is mounted inside the
COBRA magnet in a ROHACELL frame. It has a slanted angle of 20.5 ◦ with respect to
the beam axis. This mounting reduces the background produced by positron annihilation
and minimizes multiple scattering. A picture of the MEG target before the installation in
the detector is shown in Fig. 2.3. The holes in the target foil are used to check the ver-
tex reconstruction and to align the target position with particle tracks. The drawn crosses
are necessary to determine the target position with optical survey methods as described in
Section 3.3.

Figure 2.3: Picture of the MEG target before installation in the detector.

2.3 Positron Spectrometer

The MEG collaboration developed an innovative positron spectrometer [39] to measure the
momentum, the direction, and the timing of the emitted positrons with high resolution.
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The positron spectrometer consists of the superconducting magnet COBRA, a drift chamber
system, and timing counters, which are detailed in the following.

2.3.1 COBRA Magnet

COBRA (COnstant Bending RAdius) is a specially designed superconducting magnet com-
posed of �ve coils with three di�erent radii [40]. Figure 2.4 shows a picture of the COBRA
magnet before detector assembly and a schema of the magnet design. The step structure of
the coils produce a gradient magnetic �eld of 1.27T at the center and 0.49T at the edge of
the magnet.

The use of COBRA instead of a normal uniform magnet has important advantages for the
MEG experiment. First, positrons emitted close to 90◦ are swept away very quickly from
the sensitive detector volume by the COBRA �eld. In a solenoid magnet, such positrons
undergo many turns inside the detector, which causes worse resolutions due to reconstruction
di�culties. Second, positrons with the same momentum but di�erent emission angles follow
tracks with constant projected bending radii. In a uniform magnet, the bending radii of
monochromatic positrons depend on the emission angles. The advantages of COBRA are
illustrated in Fig. 2.5.

To ensure a high performance of the photomultiplier tubes (PMTs) of the liquid xenon detec-
tor, which is described in Section 2.4, two normal conducting compensation coils are necessary.
They are shown in Fig. 2.4. The task of those compensation coils is to reduce the stray �eld
of the main magnet to 50Gauss around the position of the liquid xenon detector.

Figure 2.4: Picture and schema of the superconducting main magnet and the two normal
conducting compensation coils.



The MEG Experiment 19

(a) Solenoid (b) COBRA

(c) Solenoid (d) COBRA

Figure 2.5: Illustrations of the advantages of COBRA compared to a solenoid magnet. In (a)
and (b), it is shown how positrons emitted close to 90 ◦ are swept away from the sensitive
volume of the drift chambers in di�erent magnetic �elds. The bending radii of monochromatic
positrons in a solenoid magnetic �eld depend on the emission angles as illustrated in (c).
Monochromatic positrons follow tracks with constant projected bending radii in the COBRA
�eld as shown in (d).

2.3.2 Drift Chamber System

The MEG collaboration uses a drift chamber system [41] to measure the trajectories of the
emitted positrons. The drift chamber system should be able to operate with a high counting
rate as the desired muon stopping rate is 3 · 107 µ+/s. Due to the great advantages of the
COBRA magnet, most of the low energy Michel positrons never reach the drift chamber
system, which dramatically suppresses the counting rate. Nevertheless, the counting rate
is still quite high especially in the innermost drift chamber region. As Coulomb scattering
worsens the resolution of the particle track measurement, it is necessary to minimize the
spectrometer material. The reduction of detector material has also the advantage that photon
background is suppressed.

To address these requirements, the MEG drift chamber system consists of 16 drift chamber
modules that are radially aligned to the beam axis. The drift chambers are separated by an
angle of 10.5 ◦. The drift chamber system is placed in the lower half of the COBRA interior
as shown in Fig. 2.1. In radial direction r, the sensitive volume of the drift chamber system is
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(a) Picture of the Drift Chamber System
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Figure 2.6: Picture of the drift chamber system and the target mounted inside the COBRA
magnet (a) and schemas of one drift chamber module with geometrical details (b). The
cross-sectional schema shows the two drift planes each with nine drift cells shifted against
each other. The longitudinal schemas show the alignment of the anode wires and the Vernier
pattern, respectively.

between r = 190 mm and r = 300 mm from the beam axis. With this con�guration, the drift
chamber system is sensitive to positrons with a momentum larger than 35MeV/c. A picture
of the drift chamber system and the target mounted inside COBRA is shown in Fig. 2.6a.

Each drift chamber module consists of two drift planes each with nine drift cells. The two
planes are shifted radially against each other by half a drift cell to solve the left-right-
ambiguity. Each drift cell has a rectangular cross-section of 7mm × 9mm. In the center
of each drift cell is an anode wire with a diameter of 25µm to which a high voltage of ap-
proximately 1800V is applied. The applied high voltage is controlled by an autonomous and
sophisticated high voltage control system with a special trip recovery procedure and safety
features to prevent the chambers from damage. More information about the high voltage
control system is presented in Section 3.2.

The drift cells are con�ned by ultrathin cathode foils (12.5µm polyimide foil deposited with
250 nm aluminium) and potential wires with a diameter of 50µm. Both, cathode foils and
potential wires are grounded. To measure the z position of the positron transition, the cathode
foils have a Vernier pattern [42,43] with a period of 5 cm. Figure 2.6b shows the schema of one
drift chamber module with geometrical details. As shown in the �gure, the drift chambers have
an open frame construction, that is, the top of each drift chamber does not consist of massive
material. This is necessary as the highest counting rate is expected at the innermost region
of the drift chamber system. Therefore, this design allows to suppress Coulomb scattering
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and photon generation but complicates the construction of the drift chambers. A detailed
description of the chamber production and the di�erent calibration methods is given in [44]
and [45], respectively.

A gas mixture of helium (50%) and ethane (50%) is used as counting gas in the drift cham-
bers. To reduce the amount of material in the interior of COBRA, it is �lled with a helium
atmosphere. Both, drift chambers and COBRA are therefore �lled and �ushed with gases.
To prevent the ultrathin cathode foils from damage, a pressure control system is necessary to
keep the pressure di�erences between drift chambers, COBRA, and environment constant. A
detailed discussion about the pressure control system is given in Section 3.1.

The drift chamber modules and the target are mounted on a support structure made of carbon
�ber. This structure is extracted during every winter shutdown2 for maintenance work and
hardware modi�cations. After �nishing these actions, the support structure is again inserted
into the COBRA magnet. Before starting a new data taking period, an optical survey of the
target and the drift chambers is therefore necessary to calculate the alignment. The optical
survey is detailed in Section 3.3.

2.3.3 Timing Counters

After passing the drift chamber system, the positron hits the timing counters, which measure
the timing of the positron very precisely. The MEG collaboration uses two sets of timing
counters each one at the upstream and downstream side of the detector as shown in Fig. 2.1.
Each timing counter set consists of a φ and a z timing counter. The φ timing counter consists
of 15 plastic scintillator bars aligned parallel to the beam axis and read out by PMTs at each
end. The z timing counter consists of 256 scintillating �bers aligned orthogonally to the bars
of the φ timing counter. The �bers are read out by avalanche photodiodes. A picture of one
timing counter is shown in Fig. 2.7 and [46�48] give a detailed description about development,
functional principle, and calibration of the timing counters.

2.4 Photon Detector

The emitted photons are detected in a liquid xenon scintillation detector [49] to measure
their kinematics. With 900 liter of liquid xenon, the MEG photon detector is currently the
world's largest liquid xenon detector. The photons interact with the liquid xenon and produce
scintillation light [25], which is picked up by 846 PMTs surrounding the sensitive volume of
the detector. The energy and the timing of the photons as well as the position of their �rst
interaction with the liquid xenon is determined with signals from these PMTs.

Liquid xenon has many advantages such as high density of ρ = 2.95 g/cm, short radiation
length of X0 = 2.77 cm, fast response of 45 ns for gamma rays, and no scintillation light

2Further information about the run schedules are presented in Section 2.8.
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Figure 2.7: Picture of one timing counter extracted from the MEG detector.

absorption. Liquid xenon is therefore perfectly suited as scintillator material. On the other
hand, liquid xenon is extremely expensive, needs a cooling system to keep the whole sensitive
volume in a stable liquid phase, and requires a puri�cation system to avoid scintillation light
absorption due to impurities. As the photon detector of the MEG experiment is the �rst
liquid xenon detector of this size, careful studies with prototypes [50] had been necessary
before successfully constructing the �nal photon detector.

The MEG photon detector is C-shaped and is placed outside the COBRA magnet between
the compensation coils. The inner and outer radius of the C-shape is r = 67.85 cm and
r = 106.35 cm, respectively. The six faces of the liquid xenon detector are called top, bottom,
upstream, downstream, inner, and outer and are equipped with 54, 54, 144, 144, 216, and 234
PMTs, respectively. The faces and their geometries are shown in Fig. 2.8. With this geometry,
the MEG photon detector covers 10% of the whole solid angle. The MEG experiment uses the
PMT R9869, which was developed in collaboration with Hamamatsu Photonics. Figure 2.9
shows pictures of the liquid xenon detector and the PMT holder frame.

To keep the xenon in a stable liquid phase, a cryogenic system with a pulse-tube refrigerator
[51] is necessary to keep the temperature between 161K and 165K. In addition to the liquid
xenon detector, the MEG collaboration constructed two kinds of storage systems [52]. One
is a dewar that can hold the whole xenon used by the MEG experiment in liquid phase, the
other system consists of eight high-pressure tanks that can store the xenon in gas phase. The
MEG collaboration developed also a puri�cation system [53, 54] that consists of puri�cation
cartridges for liquid xenon and heated getter �lters for gaseous xenon.
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Figure 2.8: Schema of the six faces of the liquid xenon detector with geometrical details. In
addition, the assembly of the PMTs is shown.

Figure 2.9: Pictures of the liquid xenon detector and the PMT holder frame with implemented
PMTs.
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2.5 Electronics and Data Acquisition

The electronic signals from liquid xenon detector, timing counters, and drift chambers have
to be collected, stored, and analyzed to determine the kinematics of photon and positron.
For that purpose, signals from the di�erent sub-detectors are split to use them as trigger
signals and to digitize the waveforms. The data acquisition system MIDAS is described in
Section 2.5.1 and the trigger conditions are presented in Section 2.5.2. The domino ring
sampler chip which digitizes the waveforms is introduced in Section 2.5.3. Finally, the slow
control system of the MEG experiment is explained in Section 2.5.4.

2.5.1 Data Acquisition System

The data acquisition system of the MEG experiment is based on the MIDAS (Maximum
Integration Data Acquisition System) package [55]. It was developed at PSI and TRIUMF
[56] as a general purpose data acquisition system. The whole MEG experiment is remotely
controllable by MIDAS. It allows to start and stop data taking runs with di�erent settings and
manages the coordination of trigger and waveform digitalization for each event. All required
settings are written in an online data base (ODB). Furthermore, MIDAS provides an alarm
system which automatically contacts the corresponding experts in case of communication
problems, changed event rates, unexpected measuring values, or crashed programs. MIDAS
also provides various tools for the slow control of the MEG experiment. They are discussed
later in Section 2.5.4.

2.5.2 Trigger

The trigger system of the MEG experiment is based on 100MHz 10-bit pipeline analog to dig-
ital converters (ADCs) that sample the signals from the sub-detectors and �eld programmable
gate arrays (FPGAs) that analyze the digitized information to �re the trigger in case of a
positive match. The trigger for µ+ → e+ + γ signal candidates (MEG trigger) is based on
three conditions:

Photon Energy The pulse height of the sum waveform of all photon detector PMTs corre-
sponds to the energy of the detected photon.

Timing The time di�erence between the PMT signals from the photon detector and the φ
timing counter is obtained by analyzing the leading edge of the waveforms.

Direction Match The photon direction is estimated from the position of the inner face PMT
that measures the most light and the direction of the positron is obtained from the index
(azimuthal angle φ) and the charge ratio (polar angle θ) of the φ timing counter PMTs.

All three conditions are implemented in the trigger system by fast reconstruction algorithms
executed on the FPGAs. Signals from the drift chambers are not used for the MEG trigger
due to the long drift time. With a muon stopping rate of 3 · 107 µ+/s, the typical trigger
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rate of the MEG trigger is approximately 5Hz. The MEG collaboration developed additional
trigger settings for calibration runs and background studies. A detailed discussion about the
MEG trigger system is given in [57].

2.5.3 Domino Ring Sampler

The MEG experiment needs a waveform digitizer to identify and reject pile-up events and
to extract precise timing and energy information from the sub-detector signals. Therefore,
the so-called Domino Ring Sampler (DRS) chip has been developed at the PSI starting in
2001 [58]. The DRS chip is also used by other experiments such as MAGIC [59]. Currently,
the MEG experiment uses the most recent version of this chip, DRS4 [60].

DRS4 is produced in a 0.25µm CMOS process and digitizes waveforms with a sampling
rate between 0.7 and 6 Giga samples per second (GSPS). It can sample 9 di�erent input
channels each having a switched capacitor array with 1024 cells. A so-called domino wave
propagates continuously with the chosen sampling rate through an inverter ring. This enables
the analog sampling in the capacitors by deleting the signal stored during the previous turn
of the domino wave. The domino wave is stopped by an external trigger and the sampling
capacitors are read out and digitized. Figure 2.10 shows the simpli�ed schema of the DRS
chip. A mezzanine board is composed of two DRS4 chips and two mezzanine boards are
mounted on a VME board. The synchronization between the di�erent boards is guaranteed
by an external reference clock. The signals from the liquid xenon detector and the φ timing
counter are digitized with a sampling rate of 1.6GSPS while the drift chamber signals are
sampled with 0.7GSPS. Studies about the timing resolutions achievable with the DRS4 chip
are presented in Chapter 4.

Figure 2.10: Simpli�ed schema of the DRS chip. [61]

2.5.4 Slow Control

To remotely control and monitor all hardware devices (high voltage modules, liquid xenon
storage and puri�cation system, temperature sensors, etc.), the MEG collaboration uses a slow
control system based on the Midas Slow Control Bus (MSCB) developed at PSI [62]. The PSI
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developed also various slow control devices such as the slow control system SCS2001. It is
equipped with 8 slots for I/O cards each with maximal 8 channels. The SCS is programmable,
that is, it can be used as control unit independent of graphical user interface programs such
as LabVIEW [63]. Another slow control device is the high voltage regulator HVR200 which
controls the output voltage. Both SCS2001 and HVR200 are remotely accessible via MSCB.

To combine all information about the MEG experiment on one platform, all slow control units
are embedded in the MEG DAQ system MIDAS. All settings and measuring values such as
high voltage, gas concentrations, or temperatures are written in the ODB and are remotely
accessible. MIDAS provides additional slow control tools such as a history that graphically
displays the progress of measuring values. To display the overall status of a sub-system and
to control it, MIDAS also provides the possibility to set up a custom page. A custom page is
a web page which acts as graphical user interface and is connected with the ODB. Although
MIDAS already implements various tools like displaying the current measuring values or
coloring certain areas depending on the measured values, the user can create his own tools for
the custom page. A detailed discussion about the slow control system of the drift chambers
is given in Chapter 3.

2.6 Simulation and Analysis Software

The MEG software is divided into two parts, namely an online and an o�ine component.
The online component of the MEG software is provided by MIDAS. It ensures the data
acquisition from the MEG detector and provides the raw data. The o�ine component of the
MEG software consists of MEGMC, MEGBartender, and MEGAnalyzer. The structure of
the MEG software is schematically shown in Fig. 2.11.

MEGBartenderMEGMC

- Event Generation
- Detector Simulation

- Event Mixing
- Electronics Simulation
- Digitization
- Trigger Simulation

MIDAS

- Data Acquisition
- Raw Data

MEGAnalyzer

- Event Reconstruction
- Event Display
- ROOT Result FilesSimulation

Experiment

Figure 2.11: Structure of the MEG software.



The MEG Experiment 27

MEGMC is the Monte Carlo (MC) simulation of the MEG detector. It is based on
GEANT3.21 [64] and performs event generation and detector simulation. The event gen-
eration includes not only signal and background events but also several calibration events.
The detector simulation implements detailed geometry and material information about the
detector.

To get a realistic picture of an event in the detector, it is necessary to simulate the accidental
overlap of di�erent generated events (accidental coincidences, pile-up), that is, the simulation
software has to mix generated events. Furthermore, it is necessary to simulate the electronic
chain as signals from the sub-detectors pass several devices such as cables, splitter, or con-
nectors and �nally, they are digitized in the DRS4 chip. Last but no least, the MEG trigger
system must be simulated. All these tasks are implemented in MEGBartender.

The MEGAnalyzer includes event reconstruction algorithms to determine the kinematics of
positrons and photons. In addition, it provides an event display that allows to check waveforms
and reconstructed parameters of each event. The MEGAnalyzer can read either raw data
from the online MIDAS system or the simulated data from MEGMC and MEGBartender.
The result �les of the MEGAnalyzer are in ROOT [65] format. The MEG simulation and
analysis software is detailed in [66].

2.7 Calibration and Monitoring Hardware

The MEG collaboration adopted various calibration and monitoring tools for the di�erent
sub-detector systems. In this section, a selection of the used calibration and monitoring
hardware is presented. More details about the individual calibration methods are given in
[67]. Section 2.7.1 describes the LEDs and alpha sources that are mounted inside the liquid
xenon detector. The Cockcroft-Walton proton accelerator and the corresponding calibration
possibilities are explained in Section 2.7.2. The charge exchange calibration apparatus is
detailed in Section 2.7.3. Finally, Section 2.7.4 gives an overview of a new monitoring method
based on neutrons that was applied in 2010 for the �rst time.

2.7.1 Stationary Calibration Devices inside the Liquid Xenon Detector

To calibrate and monitor the PMTs of the liquid xenon detector, 12 blue LEDs are placed
inside the photon detector. The LEDs can be �ushed with di�erent intensities, which allows
to calibrate the gain of each PMT. As the LED light has a di�erent wavelength than the
liquid xenon scintillation light, the LEDs cannot be used to calibrate the quantum e�ciency
of the PMTs.

For that purpose, the MEG collaboration developed a calibration method based on a lattice
of 25 point-like radioactive sources [68]. Always �ve americium 241Am sources are attached
on �ve tungsten wires that have diameters of 100µm. The tungstate wires are mounted inside
the liquid xenon detector. Figure 2.12 shows the PMT holder frame with implemented PMTs,
two LEDs, and one wire with alpha sources. The calibration of the PMT gain and quantum
e�ciency takes approximately one hour and is performed two or three times per week.
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Figure 2.12: PMT holder frame of the liquid xenon detector with implemented PMTs. Two
LEDs and one alpha source wire are highlighted.

2.7.2 Cockcroft-Walton Proton Accelerator

The MEG collaboration uses a 1MeV Cockcroft-Walton (CW) proton accelerator to calibrate
the liquid xenon detector and the relative timing of photon detector and φ timing counter.
The CW accelerator is placed at the downstream side of the MEG detector. As a lithium
tetraborate (Li2B4O7) target is inserted in the MEG detector for this calibration method,
the usually used muon beam must be blocked. The proton beam interacts with the target
and induces the reaction 7

3Li(p, γ)
8
4Be, which produces a photon with an energy of 17.6MeV.

Those gamma rays are used to calibrate and monitor the liquid xenon detector. The proton
beam also induces the reaction 11

5 B(p, γ)126 C, which produces two photons of 11.67MeV and
4.4MeV that are coincident in time. The MEG collaboration uses this reaction to measure
the relative timing of the photon detector and the φ timing counter. The CW calibration
methods are detailed in [69]. The MEG collaboration performs the CW calibration two or
three times per week when the PMTs are calibrated. One CW calibration takes approximately
two hours.

2.7.3 Charge Exchange Calibration Apparatus

The CW calibration method provides photons with a maximal energy of 17.6MeV to calibrate
the liquid xenon detector. As photons from µ+ → e+ + γ decays have an energy of 52.8MeV,
a calibration method with photons of the same energy range is desirable. For that purpose,
the MEG collaboration uses the so-called charge exchange (CEX) calibration method. This
method uses a negative pion (π−) beam instead of the usual muon beam. Therefore, the whole
beamline must be recon�gured. A liquid hydrogen (LH) target is inserted in the MEG detector
where the pion beam induces the charge exchange reaction π−+p→ π0+n. The neutral pion
decays into two photons π0 → γ+ γ with almost 100% branching ratio. The spectrum of the
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two photons is continuous and ranges from 54.9MeV to 82.9MeV. The correlation between
energy Eγ of one of the photons and the relative opening angle Θγγ between the two photons
is given by [67]

Θγγ = arccos

(
1−

m2
π0

2Eγ(Eπ0 − Eγ)

)
(2.1)

with mπ0 = 135.0MeV/c2 the mass and Eπ0 = 137.8MeV the energy of the neutral pion.
This relation is also shown in Fig. 2.13a. By selecting events with back-to-back photons from
π0 → γ+γ decays, monochromatic gamma rays with an energy of 54.9MeV and 82.9MeV are
obtained. The MEG collaboration uses a NaI detector with a cross section of approximately
20 cm × 20 cm. The NaI detector is mounted on a movable stage, which is placed at the
opposite site of the liquid xenon detector as schematically shown in Fig. 2.13b. With this
construction, back-to-back photon events can be detected by scanning the whole active volume
of the liquid xenon with the NaI detector. For run 2011, the NaI detector was replaced with
a BGO detector. As the recon�guration of the beamline and the installation of the LH target
takes approximately �ve days, the CEX calibration cannot take place every week. The MEG
collaboration decided to perform the CEX calibration once or twice per year.
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(a) Opening Angle vs. Photon Energy (b) CEX Calibration Setup

Figure 2.13: The correlation between the energy of one of the photons from the decay π0 →
γ+γ and the opening angle between the two photons (a) and a schema of the CEX calibration
setup with the NaI detector on the movable stage (b).

2.7.4 Neutron Generator

The calibration methods with CW and CEX can only be performed if the usual muon beam
is blocked. Therefore, the MEG collaboration adopted an additional monitoring method that
checks the stability of the liquid xenon detector during variable muon beam conditions. It is
based on a neutron generator which produces 2.5MeV neutrons. It is placed at the opposite
site of the liquid xenon detector, that is, at the same position as the NaI stage used for
CEX calibrations. The neutron generator is surrounded with a shield of polyethylene which
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acts as moderator to slow down the neutrons. After passing the polyethylene, the neutrons
are captured in a nickel absorber. The thermal neutron captured in nickel produces several
gamma lines [67]. The process with the largest cross section produces a photon with an
energy of 9MeV, which is detected in the liquid xenon detector. The calibration with the
neutron generator was applied for the �rst time in 2010. It is performed two to three times
per week together with the PMT and CW calibrations and takes approximately one hour. A
neutron generator calibration includes one data sample without and one data sample with
muon beam to monitor beam related e�ects. A more detailed description of the neutron
generator monitoring method and the results of the neutron generator data analysis of run
2010 are presented in Chapter 5.

2.8 Data Taking

In 2008, the MEG collaboration started physics data taking with the MEG trigger. Sec-
tion 2.8.1 explains the basic conditions for the data taking at PSI while Section 2.8.2 gives an
overview of the di�erent runs performed during the last years. Finally, Section 2.8.3 presents
the performance of the MEG detector during the data taking periods.

2.8.1 Data Taking at the Paul Scherrer Institute

As the MEG detector is located at PSI in Switzerland, the MEG data taking depends on
the PSI beam schedule [70]. This means, there is a long beam shutdown every winter from
December to April (winter shutdown) and there are approximately 8 short shutdowns of
roughly 3 days during the beam time for maintenance and beam development work. The
MEG collaboration cannot take data based on muon, positron, or pion beams during those
shutdowns. These interruptions are usually used for calibrations with the CW, the neutron
generator, or cosmic rays. In addition, hardware modi�cations and maintenance work for the
MEG detector are performed during these shutdowns.

2.8.2 Data Taking Periods

This section gives an overview of the data taking runs between 2008 and 2011 performed
by the MEG collaboration. The physics data taking, the performed calibrations, and the
appeared and solved problems will be brie�y discussed for each run. The number of DAQ
days with the MEG trigger and the number of muons stopped in the target are presented in
Table 2.1.

2008

The �rst physics data taking period of the MEG experiment started in September 2008 and
stopped in December 2008. The total MEG DAQ time with the MEG trigger was 51 days and
9.5·1013 muons were stopped in the target. During physics data taking, the MEG collaboration



The MEG Experiment 31

Table 2.1: Overview of the MEG data taking periods from 2008 to 2011. The DAQ time with
the MEG trigger and the number of muons stopped in the target are presented. The values
for run 2011 are realistic estimates.

Year DAQ Time (days) Stopped Muons

2008 51 9.5 · 1013

2009 35 6.5 · 1013

2010 56 1.1 · 1014

2011∗ 81 1.9 · 1014

∗ = estimates

performed calibrations for the liquid xenon detector three times per week with LED, alpha,
cosmic rays, and CW. The MEG collaboration did one CEX calibration before the physics
data taking period in August and one later in December. During this �rst run, the drift
chambers had a discharge problem that was caused by printed circuit boards in combination
with helium di�usion. In addition, the light yield of the liquid xenon detector decreased
faster than expected due to impurities. Both problems were �xed during winter shutdown
2008/2009. The MEG collaboration analyzed the data collected in 2008 and published in [71]
the obtained upper limit for the branching ratio

B
(
µ+ → e+ + γ

)
< 2.8 · 10−11 at 90 % C.L. (2.2)

This result con�rms the upper limit of 1.2 · 10−11 at 90% C.L. obtained by the MEGA
experiment [1]. The sensitivity of run 2008 was calculated to be 1.3 ·10−11 in branching ratio.
Run 2008 and its result are not part of this thesis.

2009

In 2009, the MEG collaboration collected physics data with total 35 MEG DAQ days and
6.5 · 1013 stopped muons in the target. The liquid xenon detector was calibrated three times
per week and one CEX calibration was performed before physics data taking started. Time
resolution problems appeared during run 2009 that were caused by the read-out electronics.
The problem was �xed during winter shutdown 2009/2010 by hardware modi�cations on the
mezzanine boards. The obtained results of the 2009 data analysis are presented in Chapter 6.

2010

The MEG collaboration was able to collect twice the statistics of 2009 during physics data
taking run 2010. The total MEG DAQ time was 56 days and 1.1 · 1014 muons were stopped
in the target. Due to stable performance of the liquid xenon detector in 2009, the MEG
collaboration decided to reduce the number of weekly calibrations to two photon detector
calibrations per week. Compared to run 2008 and 2009, the weekly calibrations of 2010
included also neutron monitoring. One CEX calibration was performed during the physics
data taking period. Compared to 2009, the positron resolutions were worse in 2010 due to
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electronic noise on the drift chamber signals. Investigations showed that they were caused
by the high voltage system of the drift chambers. The high voltage system was therefore
replaced during winter shutdown 2010/2011. The obtained results of the 2010 data analysis
are presented in Chapter 6.

2011

Data collected during run 2011 are not yet analyzed and are therefore not part of this thesis.
Nevertheless, the total DAQ time with the MEG trigger was approximately 81 days and
roughly 1.9 · 1014 muons were stopped in the target. The MEG collaboration was therefore
able to collect the same statistics as during run 2009 and 2010 together.

2.8.3 Detector Performance

Table 2.2 presents the MEG detector performance during run 2009 and 2010. The timing
resolutions could be improved in 2010 compared to 2009 due to hardware modi�cations on
the DRS mezzanine boards. The positron resolutions are slightly worse in 2010, which were
caused by electronic noise on the drift chamber signals. This problem was �xed for run 2011
by replacing the high voltage power supply of the drift chambers.

2.9 Summary

The MEG experiment is located at the Paul Scherrer Institute in Switzerland where it uses a
continuous and high intense muon beam. The MEG collaboration developed a beamline which
ensures that a high quality muon beam is stopped in the MEG target with a stopping rate
of 3 · 107 µ+/s. The kinematics of the emitted positrons are measured with a spectrometer
consisting of the superconducting magnet COBRA, a low-mass drift chamber system, and
fast timing counters. Photons are detected with the world's largest liquid xenon scintillation
detector. The MEG collaboration uses MIDAS as data acquisition system which allows a
remote control of the whole experiment. The sub-detector signals are digitized with the DRS
chip and the stored waveforms are analyzed with the MEGAnalyzer to obtain the kinematics
of positrons and photons. To ensure a high performance detector, the MEG collaboration
adopted various calibration methods by using for example LEDs, alpha sources, a Cockcroft-
Walton proton accelerator, or a neutron generator. The MEG collaboration started physics
data taking in 2008 followed by data taking periods in 2009, 2010, and 2011.



The MEG Experiment 33

Table 2.2: Performance of the MEG detector during run 2009 and 2010.

2009 2010

Photon Energy (%) 1.9 1.9
Photon Timing (ps) 96 67
Photon Position (mm) 5 (u, v) / 6 (w) 5 (u, v) / 6 (w)
Photon E�ciency (%) 58 59
Positron Timing (ps) 107 107
Positron Energy (MeV) 0.31 0.32
Positron Theta (mrad) 9.4 11
Positron Phi (mrad) 6.7 7.2
Positron Vertex (mm) 1.5 (z) / 1.1 (y) 2.0 (z) / 1.1 (y)
Positron E�ciency (%) 40 34
Relative Timing (ps) 146 122
Trigger E�ciency (%) 91 92
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Chapter 3

Drift Chamber System

The positron spectrometer of the MEG experiment consists of the superconducting mag-
net COBRA, a drift chamber system, and timing counters as described in Chapter 2. The
spectrometer is used to determine the kinematic variables of positrons coming from muons
decaying in the target. The drift chamber system measures the positron track as a precisely
reconstructed track is essential to obtain energy and direction of the positron. A deliberate
chamber design, careful chosen materials, powerful reconstruction algorithms, and accurate
calibration methods are necessary to ensure a high performance drift chamber system. In
addition, slow control systems are needed to guarantee stable detector performances.

This chapter focuses on only a few aspects of the drift chamber system, namely the pressure
control system, the high voltage system, and the optical survey of the drift chambers and the
MEG target. Detailed discussions about chamber production, event reconstruction, calibra-
tions, and achieved resolutions are given in [44, 45, 72, 73]. The remainder of this chapter is
structured as follows: The pressure control system of the drift chamber system is explained
in Section 3.1. It regulates the gas �ows inside the chambers and the interior of COBRA.
Section 3.2 introduces the high voltage system, which controls the voltage applied to the
anode wires of the drift chambers. Finally, Section 3.3 gives an overview of the optical survey
of the drift chamber system and the target.

3.1 Pressure Control System

The drift chambers are �lled and �ushed with a counting gas that is a mixture of 50% helium
and 50% ethane. To reduce the amount of material, a helium atmosphere �lls the interior
of the COBRA magnet. Due to the open frame construction and the ultra-thin cathode
foils of the drift chambers, a small and constant pressure di�erence between drift chambers
and COBRA volume is essential to avoid foil deformations. A pressure stability of 1Pa
corresponds to approximately 100µm deformation of the cell-spacing, which is the maximum
allowed deformation [44]. Therefore, a powerful pressure control system (PCS) that regulates
the di�erent gas �ows through drift chambers and COBRA is required to ensure stable detector
performances.
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Figure 3.1: Schema of the PCS used for the MEG drift chambers (DCs) and COBRA (CO).
The schema shows all important components such as valves, mass �ow controllers, security
valves, and vacuum pumps.

The basic functional principle of the PCS used for the MEG drift chamber system is shown
in Fig. 3.1. If the system is running, the inlet valves for helium and ethane for the drift
chambers and helium for COBRA are open. For each kind of inlet gas, mass �ow controllers
(MFCs) regulate the gas �ows �ushing into the detector. When the system is starting, the
inlet �ows slowly ramp up to the desired values and remain constant. Di�erential pressure
sensors measure the pressure di�erence between drift chambers and COBRA and between
COBRA and environment. A proportional-integral-derivative (PID) control algorithm [74]
calculates from the deviation between measured and desired pressure di�erence the required
amount of gas that has to be exhausted from the drift chambers and COBRA. Vacuum pumps
ensure that the inserted gas is exhausted and for each line, a MFC controls the outlet �ow.
This means, the pressures between drift chambers, COBRA, and environment are regulated
via the outlet MFCs. In case of overpressure, the gas is relieved to the environment through
several security valves. In addition, there is a bypass valve combining the normally separated
gas lines of drift chambers and COBRA. This valve is closed during normal operation but is
opened in case of too large pressure di�erences to allow a fast pressure equalization. Several
temperature and gas concentration sensors monitor permanently the current conditions in the
gas system.

As shown in Fig. 3.1, COBRA has an additional gas inlet line for air. Experience has shown
that the drift chamber high voltage performance is more stable with a small air admixture
to the COBRA helium atmosphere. Not shown in this �gure is the �high rate� system, which
is necessary due to the weekly Cockcroft-Walton (CW) calibrations described in Chapter 2.
For those calibrations, a Li2B4O7 target has to be inserted into COBRA that is done with
a bellow system. This insertion and the followed extraction cause dramatic pressure changes
in COBRA that cannot be compensated with the normal MFCs. To prevent overpressures, a
huge amount of helium has to be �ushed out of (into) COBRA during insertion (extraction)
of the Li2B4O7 target. The �high rate� system is controlled with an additional MFC that can
handle high gas �ows.

Besides the PCS of the MEG detector, the MEG collaboration has a second PCS used for
drift chamber studies in the so-called �Aquarium�. A picture of the �Aquarium� is shown in
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Figure 3.2: Picture of the �Aquarium� with drift chamber. The optically transparent lateral
faces are not yet mounted.

Fig. 3.2. It is a box with dimensions of approximately 120 cm× 30 cm× 10 cm and optically
transparent lateral faces. It provides space and connectors for two drift chambers to study
them under real experimental conditions.

The temperature, gas concentration, and pressure sensors of the PCS are read out by a
slow control system SCS2001, which was introduced in Chapter 2. In addition, the SCS2001
operates valves and MFCs. The SCS2001 is connected to MIDAS, which provides a history
displaying the transient evolution of the measuring values. Originally, the SCS2001 was
controlled by the graphical user interface program LabVIEW [63]. This had the disadvantage
that starting or stopping the PCS and changing parameters such as gas �ows could only be
done via the computer on which LabVIEWwas running. In addition, communication problems
occurred sometimes between LabVIEW program and SCS2001. To avoid these problems, all
system algorithms such as the PID calculation or safety algorithms have been implemented
directly in the SCS2001. As a consequence, the PCS is now remotely controllable via the
SCS2001 without using LabVIEW. A MIDAS custom page has been designed that displays
the current status of the PCS. The custom page uses HTML 5 and JavaScript to interactively
control the whole PCS through any web browser. It displays measuring values such as gas
�ows or pressures and it illustrates which valves are opened or closed. With the custom
page, the system can be started or stopped and the di�erent gas inlet lines can be activated.
Furthermore, the desired values for gas �ows, di�erential pressures, and PID parameters can
be changed.

During the last data taking periods, the desired pressure di�erence between drift chambers
and COBRA is usually set to 1.2Pa while the regulation value for the pressure di�erence
between COBRA and environment is chosen to be 7Pa. A helium inlet �ow of 2'000 cm3/min
with an air admixture of 50 cm3/min is de�ned for COBRA. For the drift chamber system, the
inlet �ow of helium is chosen to be 65 cm3/min and ethane is �ushed into the drift chambers
with 72 cm3/min. Due to helium permeation through the thin cathode foils from COBRA
into the drift chambers, the inlet gas �ow of helium is smaller than the one of ethane so that
the desired counting gas mixture is achieved.

With those settings, the PCS of the MEG drift chamber system performed stable during the
last data taking periods. Figure 3.3a shows the history of the pressure di�erence between drift
chambers and COBRA during run 2010. Figure 3.3b shows the measured values as histogram.
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Even tough the pressure di�erence is measured and stored every second, Fig. 3.3 shows only
one measurement per hour to reduce the amount of data. The spikes in Fig. 3.3a are caused by
the CW calibrations. As the drift chambers do not contribute to the data taking during those
calibrations and as the pressure di�erence spikes are small, the spikes neither in�uence the
calibration nor cause any damage to the drift chambers. During run 2010, the PCS provided
a pressure di�erence stability of 0.002Pa in RMS. Therefore, the stability is two orders of
magnitude better than the required 1Pa precision.
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Figure 3.3: History of the pressure di�erence between drift chambers and COBRA during run
2010 (a) and histogram of the measured values (b).

3.2 High Voltage System

A high voltage of approximately 1800V is applied to the anode wires of the drift chambers.
The voltage of each drift plane is separately controlled, that is, a high voltage system (HV
system) with 32 channels is required (16 drift chambers each with 2 planes). The drift
chamber HV system consists of a commercial primary high voltage supply and 16 high voltage
regulators HVR200, which were developed at the PSI. Each HVR200 module has two channels
individually regulating the high voltage of one drift chamber plane. In addition, the HVR200
modules measure the actually applied high voltage and the anode current. Figure 3.4a shows
the measured voltage of one drift chamber plane in 2010. The history does not include
the complete run 2010 as the applied voltage was sometimes reduced before and after the
shown time line due to maintenance work. The measured values are shown in Fig. 3.4b as
histogram. Even though the voltage and current are measured every second, Fig. 3.4 shows
only one measurement per hour to reduce the amount of data. The described HV system
provides a voltage stability of 0.02V in RMS for 1840V applied to the drift planes.

Originally, the HV system was controlled by the graphical user interface program LabVIEW
[63]. As a consequence, the applied voltages could only be changed via the computer on which
LabVIEW was running. To avoid this problem, an automated and sophisticated high voltage
control algorithm has been implemented in the HVR200 modules. It includes a step-by-step



Drift Chamber System 39

Time
16 Sep 10 30 Sep 10 14 Oct 10 28 Oct 10

V
ol

ta
ge

 (
V

)

1839

1839.5

1840

1840.5

1841

(a) History

Voltage (V)
1839 1839.5 1840 1840.5 1841

E
nt

ri
es

1

10

210

310

(b) High Voltage Stability

Figure 3.4: History of the measured voltage applied to one drift plane during run 2010 (a).
The history does not include the complete run 2010 as the applied voltage was sometimes
reduced before and after the shown time line due to maintenance work. The measured values
are shown as histogram in (b).

ramping procedure, a fast trip recovery, and several safety algorithms that are explained in
the following.

When starting up the HV system, that is, ramping the applied voltage from zero to approx-
imately 1800V, current spikes can occur. Those spikes can be caused by the high voltage
regulation circuit or charging currents. Therefore, an automated step-by-step ramping pro-
cedure is implemented in the HVR200 modules. With this procedure, the voltage is ramped
up by typically 100V with a ramping speed of 0.1V/s followed by a relaxing time of usually
30 minutes. The applied voltage remains constant during the relaxing period.

It can happen that current spikes cause hardware trips of the high voltage channel if they
are too large. Ramping up the voltage back to the nominal value after such a trip with the
step-by-step procedure would take approximately 13 hours with the typical settings. During
this time, the drift plane does not contribute to data taking. This is the reason why a fast trip
recovery, which starts automatically after a trip, is implemented in the HVR200 modules. The
voltage is fast ramped up to a certain value to keep the polarization of dielectric materials in
the chambers. This value is usually 500V below the voltage that was applied just before the
trip. After reaching this value and a certain relaxing time, the step-by-step ramping starts.
With this trip recovery method, the dead time of a tripped drift chamber plane is reduced to
approximately 4.5 hours which corresponds to a reduction of 65%. Figure 3.5 shows a realistic
illustration of the applied voltage during trip recovery and step-by-step ramping procedures.
The curves are obtained by using typical settings of the MEG drift chamber HV system.
The measured voltage and current during a real trip are shown in Fig. 3.6a and Fig. 3.6c,
respectively. The current of 8µA at nominal voltage corresponds to the usual current load
due to Michel positrons traversing the drift chambers when the muon beam is stopped in the
target with 3 · 107 µ+/s.
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Figure 3.5: Illustration of the applied voltage during trip recovery and step-by-step ramping
procedures. The shown curves are obtained by using typical settings of the MEG drift chamber
HV system.

The HVR200 modules also provide several safety algorithms. In case of current spikes or
dark currents, those algorithms automatically stop the ramping process. If the current is too
large, the safety algorithms ramp down the voltage. The measured voltage and current during
such a current spike are shown in Fig. 3.6b and Fig. 3.6d, respectively. The safety algorithms
ramp down the voltage by a certain value, typically 100V, and wait for several minutes before
restarting the ramp up process.

The HVR200 modules are remotely accessible and connected to MIDAS. A custom page allows
the shift crew of the MEG experiment to ramp down the high voltage in case of an emergency.
With the step-by-step ramping, the trip recovery, and the safety algorithms, the HV system
of the drift chambers provide a fully automated and sophisticated high voltage control.

During run 2010, studies showed that the previously described HV system causes electrical
noise on the drift chamber signals. As a consequence, the HV system was replaced with a
low noise commercial high voltage device for run 2011. It consists of 32 channels each with
individually controllable high voltage. Compared to the HVR200 modules, this device is not
programmable. Therefore, the step-by-step ramping, trip recovery, and safety procedures
cannot be directly implemented. As those tools are essential to ensure a stable and safe
operation of the drift chamber system, the algorithms are now implemented in MIDAS, which
controls the new high voltage device. First analyses of run 2011 show an improved noise
situation but the data of this run were not fully analyzed at the time of writing this thesis.
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Figure 3.6: The measured voltage (a) and current (c) of a real trip. The current of 8µA at
nominal voltage corresponds to the usual current load due to Michel positrons traversing the
drift chambers when the muon beam is stopped in the target with 3 · 107 µ+/s. The trip itself
occurred when the muon beam was blocked. Figures (b) and (d) show the measured voltage
and current during a current spike. The safety algorithms ramp down the voltage by 100V
and wait for a certain time before restarting the ramp up process.

3.3 Optical Survey

The support structure with drift chambers and MEG target is extracted every winter shutdown
from the MEG detector for maintenance work. An optical survey of the drift chambers and
target is performed after the reinsertion of the support structure into COBRA, that is, at
the beginning of every data taking period. The goal of the optical survey is to con�rm that
the support structure is placed at the right position and that the drift chambers are mounted
correctly. Furthermore, the optical survey provides the geometrical alignment of the drift
chamber system. The geometrical alignment is used as starting point for the data alignment
using particle tracks. The outcome of the tracking alignment algorithms depends strongly on
the starting point of the initial alignment. Therefore, a very precise geometrical alignment
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including all known geometrical e�ects such as twisted chambers is essential. Finally, the
optical survey provides the exact position of the MEG target inside COBRA.

There are several measuring points mounted, glued, or drawn on the support structure, drift
chambers, and MEG target serving as identi�cation marks for the optical survey:

Support Structure Pins with optically recognizable center are mounted at the upstream
and downstream end of the support structure (17 pins upstream, 17 pins downstream).
A picture of such a pin is shown in Fig. 3.7a.

Drift Chambers Small printed circuit boards with crosshairs are glued at the upstream
and downstream end of each drift chamber (16 crosshairs upstream, 16 crosshairs down-
stream). Figure 3.7b shows a picture of the drift chambers mounted on the support
structure with highlighted printed circuit boards and crosshairs.

MEG Target Crosses are drawn on the target foil with well known relation to each other
and to the holes in the foil (7 crosses). A picture of the target with crosses and holes is
shown in Fig. 2.3.

(a) Support Structure Pins (b) Drift Chamber Crosshairs

Figure 3.7: Pictures of the MEG drift chamber system with highlighted support structure
pins and drift chamber crosshairs.

The drift chamber crosshairs and target crosses are measured with a theodolite from di�erent
angles. The three-dimensional coordinates (x, y, z) of those survey points are calculated by
using the method of forward intersection. This method is not applicable to the support
structure pins, as they are only visible from one theodolite position. To obtain the x and
y coordinates of the pins, the z position has to be assumed. The resolution of the forward
intersection method is approximately 0.3mm for x and y coordinates and between 0.5mm
and 2mm (depending on the forward intersection calculation software) for z coordinates.

The position and direction of all anode wires, hence the geometrical alignment of the drift
chamber system, is calculated by using the measured coordinates of the support structure pins
and drift chamber crosshairs and by applying some geometrical considerations. The position
of the target is determined by calculating the target plane from the drawn crosses. A detailed
discussion about the optical survey method and the calculation methods for geometrical align-
ment and target plane is presented in [75].
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The previously described optical survey and the calculation of the geometrical alignment was
performed from 2008 to 2010. Every year, unexpected e�ects concerning the z measurement
of the drift chamber crosshairs occurred. By comparing the measured z coordinates of the
upstream and downstream crosshairs, the drift chambers seemed to be either squeezed or
stretched by up to 1mm which is physically impossible. In addition, the measured z co-
ordinates indicate that the whole support structure is shifted towards downstream by more
than 2mm. Those observations were most probable caused by underestimated systematic
e�ects due to the small intersection angles of the theodolite measurements. Enlarging those
intersection angles is geometrically impossible due to the limited space in COBRA.

To resolve those problems, the MEG collaboration decided to use a more precise optical survey
method for run 2011 to determine the z position of the drift chambers. Corner cube re�ectors
were mounted on the drift chamber survey marks in a way that the original crosshairs are still
visible. This allows to perform the original and new optical survey method simultaneously
and to compare the obtained results. The coordinates of the drift chamber crosshairs are
still measured with a theodolite and forward intersection while the x, y, and z coordinates of
the corner cube re�ectors are determined with a laser tracker system. The resolution of the
laser method is 0.015mm for all coordinates. Figure 3.8 shows a picture of the drift chamber
system equipped with corner cube re�ectors and it shows at the top right a schema of a corner
cube mounted on a drift chamber survey mark.

The z coordinates in 2011 obtained with the original optical survey method using drift chamber
crosshairs induce that the upstream crosshairs are shifted by 2.4mm while the downstream
crosshairs are shifted by 1.8mm towards downstream with respect to their expected position.
This means that the drift chambers seem to be squeezed by 0.6mm. Figure 3.9a shows for
each chamber the di�erence between the chamber length measured by the original optical

Figure 3.8: Picture of the drift chamber system equipped with corner cube re�ectors and at
the top right a schema of a corner cube mounted on a drift chamber survey mark. The corner
cube re�ectors are mounted in a way that the crosshairs are still visible as shown in both the
picture and the schema.
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survey and the real chamber length, which was precisely measured with a touch sensor. This
plot shows that chamber 12 is squeezed by 1.3mm, which is physically impossible.

On the other hand, the results of the optical survey with corner cube re�ectors induce that
both upstream and downstream re�ectors are shifted towards downstream by 1.2mm com-
pared to their expected position. The measurements of upstream and downstream re�ectors
are therefore consistent. The discrepancy of 1.2mm compared to the expected position is
caused by deformations of the support structure due to the weight of the read out cables.
Figure 3.9b shows the di�erence between the chamber length measured by the new optical
survey and the real chamber length. The plot shows maximum deviations of 0.4mm for
chamber 9, which can be explained by mechanical accuracy in the corner cube mounting on
the drift chambers.
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Figure 3.9: Di�erence between the chamber length measured with the optical survey and
the real chamber length precisely measured with a touch sensor. The plots show the results
obtained with drift chamber crosshairs and forward intersection (a) and corner cube re�ectors
and laser tracker system (b).

Comparing the measurements of x and y coordinates obtained with crosshairs and corner cube
re�ectors, the observed deviations are within 0.1mm, which corresponds to the uncertainty
of the forward intersection. As conclusion, the x and y measurements of the drift chamber
crosshairs with theodolite and forward intersection are consistent with the results obtained
with the corner cube re�ectors and the laser tracker system. Furthermore, the corner cube
re�ector measurements show consistent shifts of upstream and downstream re�ectors, there-
fore, they do not induce squeezed drift chambers. The inconsistent z measurements of the
crosshairs with the theodolite are most probable caused by systematic e�ects due to small
intersection angles.
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3.4 Summary

The pressure di�erence between drift chambers and COBRA must be constant to ensure
a stable performance of the MEG drift chamber system. A pressure control system with
constant inlet gas �ows and regulated outlet �ows achieves a pressure stability of 0.002Pa in
RMS. The performance of the pressure control system is therefore two orders of magnitude
better than the required 1Pa precision. The drift chambers only contribute to the data taking
with full e�ciency when a high voltage of approximately 1800V is applied to the anode wires.
The high voltage system of the drift chambers ensures a stable power supply of 0.02V in
RMS for applied 1840V. A step-by-step ramping procedure is implemented to ensure a safe
ramp up from zero to nominal high voltage. Furthermore, a special trip recovery procedure
minimizes the dead time of a drift plane after a trip and safety algorithms ramp down the
voltage in case of current spikes or dark current. After every winter shutdown, an optical
survey of the drift chambers and the target is necessary. It checks if the support structure is
placed at the right position, provides the geometrical alignment of the drift chamber system,
and determines the exact position of the MEG target inside COBRA. For run 2011, a new
optical survey method using corner cube re�ectors was introduced. With this method, the z
position of the drift chambers is measured with high accuracy.
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Chapter 4

DRS4 Chip

The signal channels of the MEG experiment are read out by a high frequency waveform
digitizer, namely the so-called Domino Ring Sampler (DRS) chip [58] that was developed at
the PSI. The functional principle of this chip was already described in Chapter 2. For run
2009, the newest generation of this chip, DRS4 [60], was implemented in the MEG experiment
to read out signals from the liquid xenon scintillation detector and the drift chambers. The
resolution of the photon timing measurement during run 2009 was measured to be 96 ps.
This result is worse than the expected resolution estimated from the detector performance in
2008 and the DRS4 speci�cations. The timing measurement of the positron was not a�ected
by this e�ect as the timing counter channels were not read out by the DRS4 chip in 2009.
The MEG collaboration has undertaken substantial e�orts to improve the photon timing
resolution. Section 4.1 describes timing resolution measurements with the DRS4 chip that
are independent of the MEG electronics system. Those measurements give an indication
about the timing resolutions reachable with the DRS4 chip. Section 4.2 studies the in�uence
of clock cables on the timing measurement. Such clock cables ensure the synchronization
between the DRS4 chips.

4.1 Timing Resolution Measurements

The goal of the measurements described in this section is to determine the timing resolution
of the DRS4 chip. Those measurements are not done with the DRS chips implemented in
the MEG detector as the electronic chain may in�uence the timing resolution. Section 4.1.1
argues why a timing calibration of the DRS4 chip is required. The measurement setup and the
analysis methods to determine the timing resolution are described in Section 4.1.2. Finally,
the results of the timing resolution measurements are presented in Section 4.1.3.

4.1.1 Timing Calibration

The functional principle of the DRS chip is based on a domino wave that propagates contin-
uously through an array of 1024 inverters. The propagation speed of the wave depends on
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external factors such as the temperature. To address this problem, the propagation speed
is locked to a reference clock via a phase-locked loop (PLL) that ensures constant sampling
rates [60]. However, due to transistor variations in the inverter chain, the 1024 time bins of
the sampled time window have not equal bin widths. Each time bin i has a slightly di�erent
bin width ∆ti which varies from the theoretical bin width ∆t. The theoretical bin width is
given by ∆t = 1/f with f the sampling rate. The integrated nonlinearity Ij is de�ned as the
integral over the di�erences between theoretical and real bin widths up to a certain bin j:

Ij =

j∑
i=0

(∆t−∆ti) . (4.1)

Figure 4.1 shows the distribution of the real bin widths and the resulting integrated non-
linearity for a sampling rate of 1.617 Giga Samples Per Second (GSPS). The plots show
that deviations from the theoretical bin width of up to 40 ps occur and that the integrated
nonlinearity reaches up to 2.7 ns. To reach timing resolutions of a few picoseconds, a timing
calibration of the DRS4 chip is therefore required to determine the real bin widths.

The MEG collaboration uses an external square wave with known frequency but random phase
to calibrate the bin widths. The measured time di�erence between two rising zero-crossings
is compared with the theoretical value and all bins within that period are scaled to �t to the
theoretical period. This procedure is repeated iteratively for many events until the bin widths
stabilize.
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Figure 4.1: Distribution of the real widths of all 1024 bins of a DRS4 chip (a) and the resulting
integrated nonlinearity (b). Both plots are obtained with a sampling rate of 1.617GSPS, the
theoretical bin width is therefore given by 0.619 ns.

4.1.2 Measuring Principle

The setup for the timing resolution measurements is shown in Fig. 4.2. A pulse generator
produces a triangular pulse with a certain hight, leading edge, and trailing edge, each indi-
vidually adjustable. The generated pulses are split into two signals where the �rst signal is
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Figure 4.2: Measuring principle to determine the timing resolution of a DRS4 chip.

directly connected to a DRS4 evaluation board [76]. The second signal is delayed with cables
before it is read out by the second input channel of the evaluation board. This evaluation
board contains one DRS4 chip with four input channels. The incoming signals are digitized
and the waveforms are read out via an USB 2.0 interface. This interface also powers the
evaluation board so that no additional power supply is necessary. An example of a signal read
out with 1.617GSPS is shown in Fig. 4.3a.

The evaluation board contains a reference clock of 132MHz which is used to perform timing
calibrations of the DRS4 chip. The waveform of this clock signal read out with 1.617GSPS is
shown in Fig. 4.3b. The timing of each zero-crossing of the clock signal is measured with linear
interpolation. The time di�erences between two rising or falling zero-crossings are compared
with the theoretical period and the widths of the bins within that period are scaled to �t
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Figure 4.3: An example of a signal digitized by the DRS4 chip where the second signal is
delayed by 24 ns (a) and the 132MHz reference clock used for the DRS4 timing calibration
(b). A sampling rate of 1.617GSPS was chosen to obtain those plots and both plots show
only parts of the sampled time window.
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to this value. This procedure is repeated iteratively for many events until the bin widths
stabilize. The information about the obtained timing calibration, that is, the real bin width
of each of the 1024 bins, is stored in a EEPROM on the evaluation board. Therefore, no
external clock signals are necessary to perform the timing calibration of the evaluation board.

The recorded waveforms from the pulse generator and the corresponding timing calibration
information are analyzed with two di�erent methods to determine the time di�erence between
the �rst and the delayed signal.

The �rst analysis method determines the timing of the signals with linear interpolation. A
threshold value is chosen and the two timing bins of the leading edge whose bin contents are
just below and above this threshold are identi�ed. The exact timing of the threshold crossing
is calculated with linear interpolation. The time di�erence between the two signals is obtained
by comparing the timing of the threshold crossings of both signals.

As this analysis method strongly depends on noise, a second analysis method is applied to
determine the timing resolution of the DRS4 chip. This analysis method uses a template
of the generated pulse that is obtained by recording 5'000 signals1. Each timing bin has a
di�erent bin width due to timing calibration and the signal trigger �res arbitrary in one of
the timing bins. As a consequence, the signals cannot be shifted together while keeping the
original signal waveform as this would lead to a loss of the timing calibration information. To
address this challenge, an equidistant timing grid is superimposed over the signal waveform
and the signal values at the timing grid are calculated with linear interpolation. By shifting
together the recorded signals and averaging them, a template array is calculated for the
1024 timing bins. To obtain an unbinned template function, a natural cubic spline curve is
evaluated that goes through the template array points. The signals recorded for the timing
resolution determination are �tted with this template function using the Levenberg-Marquardt
algorithm [77] to obtain the timing of the signals. By comparing the timing of the �rst and
the delayed signal, the time di�erence is evaluated.

Repeating these analysis procedures for 5'000 recorded signals results in a distribution of
measured time delays. The distribution is �tted with a Gaussian function and the obtained
value for sigma denotes the timing resolution.

4.1.3 Results

In the following, the most important results of the timing resolution measurements are pre-
sented. First, the e�ect of the timing calibration is demonstrated. For that purpose, triangular
pulses with a height of 1450mV, a leading edge of 18.5 ns, and a trailing edge of 93.5 ns are
generated with the pulse generator2. The generated pulses are split into two signals and are
digitized by a DRS4 evaluation board with a sampling rate of 1.617GSPS. The time delay
between the two signals is chosen to be 0 ns for the �rst test and 200 ns for the second test.
The stored waveforms are analyzed with the template analysis method, which is described in

1Those signals are only used to calculate the template and are not used to determine the timing resolution
of the DRS4 chip.

2The speci�ed pulse height of 1450mV is the pulse generator setting. After splitting the signals, the pulse
height at the DRS4 input is approximately 940mV.
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Figure 4.4: Calculated time di�erences between two signals separated by 0 ns if the timing
calibration information is ignored (a) or used (c) for the analysis and the calculated time
di�erences between two signal separated by 200 ns if the timing calibration information is
ignored (b) or used (d) for the analysis.

the previous section. Figures 4.4a and 4.4b show the calculated time di�erences between the
two pulses for both tests if the timing calibration information is not used for the analysis. In
case of a 0 ns delay between the pulses, the timing resolution is 3 ps. With a time delay of
200 ns, the time resolution is worse than the width of a timing bin that is given by 619 ps.
In contrast, Figs. 4.4c and 4.4d show the time di�erences between the two pulses for both
tests if the timing calibration information is used for the analysis. The timing resolution
calculation results in 3 ps for 0 ns delay and 28 ps for 200 ns delay. Those examples show that
a timing calibration of the DRS4 chip is necessary to reach reasonable timing resolutions.
However, the fact that the timing resolution is worse for longer time delays shows that the
timing calibration is not perfect.

The electronic noise on the DRS4 evaluation board input channels is approximately 0.32mV
in RMS. This noise causes time jitter that worsens the timing resolution. To estimate the
in�uence of noise on the timing resolution, triangular pulses with a leading edge of 18.5 ns
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and a trailing edge of 93.5 ns are generated with the pulse generator. The generated pulses
are split into two signals and are digitized by a DRS4 evaluation board with a sampling rate
of 1.617GSPS. The time delay between the two signals is chosen to be 0 ns. Four di�erent
measurements are done each with di�erent pulse heights, namely 550mV, 850mV, 1150mV,
and 1450mV. The recorded signals are analyzed with the linear and the template method,
both using the timing calibration information. The results of this analysis are presented in
Fig. 4.5a, which shows the timing resolution as a function of the chosen pulse height and the
analysis method. The plot shows that the timing resolution becomes worse with decreased
pulse height as the in�uence of the noise gets stronger. In addition, the results show that the
template analysis method provides more accurate results and is more noise independent than
the linear analysis method. As a consequence, the remaining analyses in this section are done
with the template analysis method.

If the timing bins are not perfectly calibrated, the timing resolution is expected to become
worse with larger time delays between the two signals. To describe the relation between
delay and resolution, triangular pulses with a height of 1450mV, a leading edge of 18.5 ns,
and a trailing edge of 93.5 ns are generated with the pulse generator and then split into two
signals. Both signals are connected to the DRS4 evaluation board and are digitized with
a sampling rate of 1.617GSPS. The �rst signal is directly connected and the second one is
delayed with cables of di�erent lengths. The recorded signals are analyzed with the template
analysis method. The resulting correlation between time delay and resolution is shown in
Fig. 4.5b. The plot shows that the resolution is 3 ps for 0 ns delay and 37 ps for 283 ns delay
and becomes therefore worse with increased time delay between the two signals. In addition,
the curve shows an unexpected improved timing resolution for a time delay of 34 ns.
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Figure 4.5: The relation between pulse height and timing resolution is shown in (a). The
results obtained with linear interpolation and natural cubic spline template are shown to
compare the two analysis methods. The timing resolution as a function of the time delay
between the two pulses is shown in (b). The plot shows the results obtained with two di�erent
calibration clocks, namely the internal clock on the evaluation board and an external sine wave.



DRS4 Chip 53

In order to �nd the reason for the improved timing resolution for 34 ns time delay, a special
measurement is performed. The timing of the DRS4 chip on the evaluation board is calibrated
as usual with the on board clock. A square pulse with a frequency of 19.44MHz is connected to
the DRS evaluation board and the waveform is digitized with a sampling rate of 1.617GSPS.
The timing of the leading and falling edges are determined by using a template. The template
is calculated with the same method as used for the triangular shaped pulses described before.
With this method, the time length of each period is determined and it is stored as a function
of the corresponding time bin. Repeating this measurement 5'000 times and averaging over
the measured periods in each time bin results in the plot shown in Fig. 4.6a. In principle, a
random �uctuation around the theoretical period length of 51.44 ns would be expected but
the plot shows a periodic pattern. The Fourier transform of this distribution is presented
in Fig. 4.6c and shows a clear excess at approximately 30MHz. The timing calibration is
redone with the same calibration algorithm but with an external 132MHz sine wave instead
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Figure 4.6: The measured periods of a square signal as a function of the corresponding time
bin is shown in (a) and (b) for a timing calibration using the internal clock on the evaluation
board and an external sine wave, respectively. The corresponding Fourier transforms of the
obtained distributions are shown in (c) and (d).
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of the on board clock. The previously described measurement is repeated and the resulting
distribution is shown in Fig. 4.6b. The plot shows no pattern which is also proven by the
Fourier transform of the distribution shown in Fig. 4.6d. The excess at 30MHz vanishes if an
external clock is used for the timing calibration.

To check if the timing calibration with an external clock improves the timing resolution, the
resolution measurements with the delayed second signal are repeated. The obtained timing
resolutions as a function of the delay between the two signals are shown in Fig. 4.5b. The
plot shows that the resolution is 3 ps for 0 ns delay and 30 ps for 283 ns delay. The timing
resolution with the timing calibration using the external clock is therefore always better than
the resolution obtained with the timing calibration using the internal clock.

In conclusion, the timing resolution measurements showed that the timing calibration of the
DRS4 chip is necessary to ensure timing resolutions of less than 100 ps. Furthermore, it
was shown that the electrical noise has non-negligible impact on the timing resolution. It is
therefore recommended to use analysis methods that are almost independent of noise and, if
possible, to digitize signals with large pulse heights. Finally, it was shown that the internal
clock on the evaluation board causes a periodic interference that worsens the timing resolution.
This de�cit can be eliminated by using an external sine wave with the same frequency as the
internal clock. Note that this e�ect has no impact on timing measurements of the MEG
detector as the timing calibration is performed with an external clock signal.

During the studies with the evaluation board, it turned out that optimizing the PLL param-
eters of the DRS4 mezzanine boards improve the timing resolution of the MEG experiment
dramatically. After hardware modi�cations of the mezzanine boards, the timing resolution
of the photon detection is improved to 67 ps. Nevertheless, the knowledge gained from the
studies presented in this section contributes to future detector upgrades. For example, a new
generation of waveform digitizers, the DRS5 chip, is currently being developed at the PSI [78].

4.2 In�uence of Clock Cables

To synchronize the DRS chips of the MEG experiment, they are connected to a 19.44MHz
external global clock via clock cables. All DRS chips are calibrated before the physics data
taking period starts. If problems with the synchronization occurs during the run, the a�ected
clock cables are exchanged by new ones. Such synchronization problems can be caused, for
example, by broken clock cable connectors. Until run 2011, no additional timing calibration
was performed after a clock cable exchange as it was assumed that those exchanges do not
a�ect the timing measurement. After run 2010, short test runs were performed to con�rm
this assumption or to estimate the impact of clock cable exchanges.

The clock cable tests are performed with the photomultiplier tube (PMT) signals of the
liquid xenon detector. An LED calibration run3 with approximately 3'000 triggered events is
recorded with the present detector con�guration to have a reference measurement (�reference�).

3Details about LED calibrations are presented in Chapter 2.
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Then, the clock cables of 14 VME boards are swapped according to the following schema:

4-4-1 ↔ 4-5-1
4-6-1 ↔ 4-7-1
4-8-1 ↔ 4-9-1
4-10-1 ↔ 4-11-1
4-12-1 ↔ 4-13-1
4-14-1 ↔ 4-15-1
4-16-1 ↔ 4-17-1

(4.2)

The numbers 4-4-1 to 4-17-1 are the identi�cation codes of the boards. Each VME board
hosts four DRS4 chips and can therefore digitize 16 signals as described in Chapter 2. In
total 219 PMTs are a�ected by the cable swapping as some of the DRS input channels are not
assigned. The LED calibration is repeated with this clock cable con�guration (�swapped�).
Finally, all cables are reconnected to their origin boards and the LED calibration run is redone
to have a control measurement (�control�).

To check the in�uence of the cable swapping, the timing tk of each PMT k (k = 0, . . . , 845)
is calculated for each event. The time measurement tj of one PMT j that is not a�ected
by the cable swapping is de�ned as reference time. The relative timing t(i) = ti − tj of all
other PMTs i (i = 0, . . . , 845 ∧ i 6= j) to this particular reference PMT is calculated for each
event. For each PMT, the obtained distribution is �tted with a single Gaussian function.
The obtained result for the mean value is used as the relative time between analyzed and
reference PMT. This procedure is repeated for the reference, the swapped, and the control
measurement resulting in the relative times tR(i), tS(i), and tC(i), respectively. For each
PMT, the following time di�erences are calculated:

∆tRS(i) = tR(i)− tS(i)

∆tRC(i) = tR(i)− tC(i).
(4.3)

For PMTs that are not a�ected by the cable swapping, it is expected that both ∆tRS and ∆tRC
do not show anomalies. The same applies to PMTs on the a�ected VME boards if the cable
swapping has no in�uence. But if the clock cable swapping in�uences the timing measurement,
it is expected that the corresponding PMTs have a ∆tRC value that is comparable with the
ones of the not a�ected PMTs while the value of ∆tRS shows signi�cant deviations.

Figure 4.7 shows the result of this analysis with PMT 845 as reference PMT. The measured
values of ∆tRC are shown in Fig. 4.7a and the corresponding results for ∆tRS are presented in
Fig. 4.7b. The PMTs a�ected and not a�ected by the cable swapping are visually highlighted
with di�erent colors. Figure 4.7c and Fig. 4.7d show the same results than Fig. 4.7a and
Fig. 4.7b but the curves for the a�ected PMTs are normalized to the number of not a�ected
PMTs to enhance the visual comparability of the plots. The normalized curves are not used
for the following discussion. The RMS of the ∆tRC distribution is 23 ps and di�erentiating
between PMTs results in 24 ps for a�ected PMTs and 23 ps for not a�ected PMTs. Therefore,
no signi�cant deviations between a�ected and not a�ected PMTs can be identi�ed. Looking at
the ∆tRS distribution results in a completely di�erent conclusion, namely 32 ps for all PMTs,
43 ps for a�ected PMTs, and 26 ps for not a�ected PMTs. This means that not a�ected PMTs
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Figure 4.7: Obtained values for ∆tRC, that is, the relative time di�erences between the
reference and the control measurement (a) and the obtained values for ∆tRS, that is, the
relative time di�erences between the reference measurement and the measurement with the
swapped clock cables (b). The a�ected and not a�ected PMTs are visually highlighted.
Figures (c) and (d) show the same results than (a) and (b) but the curves for the a�ected
PMTs are normalized to the number of not a�ected PMTs to enhance the visual comparability
of the plots.

have an RMS value that is in the same range as the ones obtained from the ∆tRC distributions
but the a�ected PMTs have a signi�cantly higher RMS value. As conclusion, swapping the
clock cables seems to in�uence the timing measurement of the a�ected PMTs.

To improve the previously described analysis, the timing of an entire VME board instead of
the timing of single PMTs is analyzed. For that purpose, the arithmetic mean TI of the time
measurements of all DRS chips on a VME board I is calculated for each event. The time
measurement TJ of one VME board J that is not a�ected by the cable swapping is de�ned
as reference time. For this analysis, the reference board is de�ned to be the board with the
identi�cation code 5-12-1. The relative timing T (I) = TI − TJ of all other VME boards to
this particular reference board is calculated for each event and the obtained distributions are
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�tted with a single Gaussian function. The obtained result for the mean value is used as the
relative time between the analyzed and the reference board. This procedure is repeated for
the reference, the swapped, and the control run resulting in the relative times TR(I), TS(I),
and TC(I), respectively. For each VME board, the following time di�erences are calculated:

∆TRS(I) = TR(I)− TS(I)

∆TRC(I) = TR(I)− TC(I).
(4.4)

Similar to the previous test, it is expected that the di�erence between reference and control
measurement shows no anomalies neither for a�ected nor for not a�ected VME boards. The
same is expected for the di�erence between reference measurement and measurement with
swapped clock cables by only looking at not a�ected VME boards.

The resulting time di�erences between the three recorded LED runs for 14 VME boards that
are not a�ected by the clock cable swapping are shown in Table 4.1a. Both time di�erences
∆TRC and ∆TRS are in the range of approximately 10 ps and meet therefore the expectations.
The corresponding results of the VME boards a�ected by the cable swapping are presented
in Table 4.1b. The time di�erences ∆TRC between reference and control measurement are
approximately 10 ps and are therefore comparable with the results of the not a�ected VME
boards. However, by looking at the time di�erences between reference measurement and mea-
surement with swapped cables, time di�erences of up to 65 ps occur. In addition, the results
show that the two VME boards with swapped clock cable show always similar deviations
with opposite sign. Therefore, this analysis proves that changing the clock cable can have
a signi�cant in�uence on the timing measurement of up to 65 ps. After exchanging a clock
cable due to synchronization problems, it is therefore necessary to redo the timing calibration
or to estimate the impact with calibration runs as described in this section.

4.3 Summary

Timing resolution measurements were performed with the DRS4 evaluation board to deter-
mine the timing resolution of the DRS4 chip independent of the MEG electronics system.
Those measurements showed that timing calibration of the DRS4 chip is necessary to ensure
timing resolutions less than 100 ps. Furthermore, it was proven that the electrical noise has
non-negligible impact on the timing resolution. Finally, it was shown that the internal clock
on the evaluation board causes a periodic interference that worsens the timing resolution.
By using an external sine wave with the same frequency as the internal clock for the timing
calibration, the interference vanishes. In addition, the impact of swapping clock cables on
the timing measurement was studied. The clock cables are used to synchronize the DRS
chips of the MEG experiment. By performing special calibration runs with di�erent clock
cable con�gurations, it was proven that an exchanged clock cable can in�uence the timing
measurement by up to 65 ps. It is therefore necessary to redo the timing calibration after
clock cable exchanges.



58 4.3 Summary

Table 4.1: Results of the clock cable analysis of 14 VME boards that are not a�ected by the
cable swapping (a) and 14 VME boards that are a�ected (b). The board identi�cation code
is listed together with the obtained time di�erence between reference and control measure-
ment ∆TRC and the time di�erence between the reference measurement and the measurement
with swapped clock cables ∆TRS. For the a�ected VME boards, the associated boards with
exchanged clock cables are highlighted with di�erent shades of gray.

(a) Not A�ected VME Boards

Board ∆TRC (ps) ∆TRS (ps)

4-4-2 14 -9
4-5-2 -2 -8
4-6-2 5 1
4-7-2 -1 -19
4-10-2 8 -14
4-11-2 -6 -11
4-14-2 11 -1
4-15-2 6 -5
5-2-1 0 -11
5-2-2 16 5
5-3-1 2 -9
5-3-2 2 -1
5-5-1 0 -14
5-5-2 6 -10

(b) A�ected VME Boards

Board ∆TRC (ps) ∆TRS (ps)

4-4-1 11 -46
4-5-1 -1 38
4-6-1 4 -49
4-7-1 1 62
4-8-1 0 -3
4-9-1 13 8
4-10-1 -2 -15
4-11-1 2 11
4-12-1 -4 37
4-13-1 8 -39
4-14-1 -9 -17
4-15-1 8 9
4-16-1 2 -46
4-17-1 18 65



Chapter 5

Liquid Xenon Monitoring with a

Neutron Generator

The liquid xenon scintillation detector of the MEG experiment measures the kinematic vari-
ables of photons. To ensure high performance measurements, it is necessary to monitor
and calibrate the detector frequently and precisely. The gain and quantum e�ciency of the
photomultiplier tubes (PMTs) are calibrated with LEDs and alpha sources. In addition,
a Cockcroft-Walton (CW) proton accelerator is used to monitor the detector stability, to
calibrate the energy scale, and to check the detector uniformity. Once per year, the MEG
collaboration performs the pion charge exchange (CEX) calibration to calibrate the energy
scale of the calorimeter and to measure the energy and timing resolutions at 54.9MeV. The
liquid xenon detector and all those calibration and monitoring methods are described in
Chapter 2.

Both the CW and the CEX methods cannot be performed in parallel with the muon beam
stopping in the MEG target as they require di�erent particle beams and di�erent targets.
Therefore, an additional monitoring tool is desired that checks the detector performance in
the presence of the muon beam. The MEG collaboration adopted a monitoring method
based on a pulsed neutron generator. A detailed description of the method and preparatory
studies are presented in [67]. During run 2010, the neutron generator monitoring tool was
added to the usual calibration procedure, which is performed two or three times per week
during the physics data taking period. The experimental setup is described in Section 5.1
and the neutron generator data collected during run 2010 is analyzed in Section 5.2. Finally,
Section 5.3 illustrates the e�ect of the dead channel recovery.

5.1 Experimental Setup

A pulsed neutron generator is used by the MEG collaboration to produce neutrons with
energies of 2.5MeV by means of the nuclear reaction D + D → 3He + n. The pulsed opera-
tion allows a good signal-to-noise ratio and therefore a good performance of this monitoring
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method even if the muon beam is stopped in the target with 3 · 107 µ+/s. The neutron
generator produces 2.5 · 104 neutrons per pulse with a frequency of 30Hz and a pulse length
of approximately 10µs. The generated neutrons are thermalized in a polyethylene moderator
to ensure an e�ective capture in nickel plates. Nickel is chosen because of its unique charac-
teristic to emit a single photon at an energy of 9MeV with a relatively large probability of
approximately 34%. Neutron generator, moderator, and nickel plates are mounted outside
the COBRA magnet at the opposite site than the liquid xenon detector as shown in Fig. 5.1a.
A picture of the neutron generator is shown in Fig. 5.1b.

(a) Neutron Generator Monitoring Setup (b) Neutron Generator

Figure 5.1: The experimental setup of the neutron generator monitoring method (a) and a
picture of the neutron generator [79] (b).

Two di�erent trigger types are used to collect neutron generator data. Trigger ]15 is correlated
with the neutron generator pulse to record photons of the neutron capture in nickel. The
trigger selects a certain photon energy range and a time window of 100 ns delayed by 15µs
with respect to the neutron pulse. Trigger ]29 selects the same photon energy range and has
the same time window length of 100 ns but trigger ]29 is not correlated to the neutron pulse.
Therefore, trigger ]29 is used to analyze the background spectrum.

One neutron monitoring includes three data sets: one set with blocked muon beam, one set
during which the beam blocker is opened, and one set with the muon beam stopped in the
target with 3 · 107 µ+/s. One data set is composed of six runs each with 5'000 triggered
events and takes approximately 18 minutes. The pre-scaling factors for trigger ]15 and ]29
are chosen to be di�erent for runs with or without muon beam.

5.2 Data Analysis

The energy spectra of neutron generator data sets with and without muon beam are shown
in Fig. 5.2. The plotted event distributions show data collected with trigger ]15. To remove
background events, the following cuts are applied to the data sets:
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• Alpha events from the alpha sources mounted inside the liquid xenon detector are re-
moved by applying the cut (waveform height)/(waveform charge)> 6.4.

• Cosmic ray events are removed with the cut (number of PMTs inner face)/(number of
PMTs outer face)> 0.3.

To select events with a good reconstruction quality, the following cuts are also applied to the
data sets:

• The cut 2 cm < w < 30 cm, with w the photon detection depth within the liquid xenon
detector, removes shallow events.

• The cut |v| < 65 cm removes events at the top and the bottom face of the liquid xenon
detector.

Applying these cuts to data sets collected with and without muon beam results in the event
distributions shown in Fig. 5.2. The cuts remove approximately 55% of all events of the data
sets. The large peak corresponds to the 9MeV photon line from neutron capture in nickel.
The lower energy lines from the nickel capture are visible on the left of the energy spectrum.
Events with lower energy are suppressed by the trigger condition. The 9MeV peak and the
contributions from the lower energy lines are �tted with two Gaussian functions to obtain the
position of the 9MeV peak and monitor its temporal development.
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Figure 5.2: Energy spectra of the neutron generator data collected during periods when the
muon beam was blocked (a) or when the muon beam was stopped in the target with 3·107 µ+/s
(b). The curves show the data collected with trigger ]15 and the �lled areas show the same
data after applying the cuts described in this chapter. In addition, the �t function consisting
of two Gaussian functions is shown.
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The energy spectra of the data collected during periods with and without muon beam look very
similar except of small di�erences at the higher energy edge. By analyzing data collected with
trigger ]29 it should be possible to produce templates that describe the background, which
is not induced by the neutron generator. The background template can be subtracted from
the energy spectra obtained with trigger ]15 data. Looking at data collected with trigger
]29 and applying the cuts described in this chapter results in almost empty data sets for
periods without muon beam while the data sets contain events if the muon beam is stopped
in the target. Thus, the stopped muon beam generates background events for the neutron
generator data. Unfortunately, the chosen pre-scaling factors for the neutron generator runs
in 2010 were not optimized so that the data sets collected with trigger ]29 do not contain
enough events to produce a template. However, at the beginning of run 2010, some neutron
generator test runs were performed with modi�ed pre-scaling factors. One of these runs is
used to generate a template to describe the background induced by the muon beam. This
template is shown in Fig. 5.3a. For each neutron monitoring data set collected with muon
beam, the template has to be normalized with the corresponding pre-scaling factors and the
number of collected events. The normalized template is then subtracted from the data set as
shown in Fig. 5.3b. The resulting event distribution is �tted with two Gaussian functions to
obtain the 9MeV peak position.
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Figure 5.3: The template for the muon beam induced background (a) and the collected data
before and after template subtraction as well as the normalized template (b). In addition,
the �t function consisting of two Gaussian functions is shown.

After subtracting the background template from the data sets collected when the muon beam
was present, the energy spectra with and without blocked muon beam look almost identical.
Especially, there is no o�set between the positions of the 9MeV peak which indicates that the
energy scale is constant even with variable beam conditions. This is only possible if the gains
of the photomultiplier tubes (PMTs) are calibrated correctly as they depend on the beam
intensity. Figure 5.4a shows the temporal development of the energy measurements during
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a neutron generator monitoring run if constant gain values are used for all runs. The beam
blocker is closed at the beginning of the data taking and it is opened at the time indicated
by a vertical line. A clear change in the energy response is visible in this plot. By applying
calibrated PMT gains, the di�erence between energy measurements with and without blocked
muon beam is reduced as shown in Fig. 5.4b. The neutron generator data is therefore used
to check if the PMT gains are calibrated correctly for the di�erent beam intensities.
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Figure 5.4: Temporal development of the energy measurement during a neutron generator
monitoring run. The beam blocker is closed at the beginning and it is opened at the time
indicated by the vertical line. The plots show the measured energy in case of constant (a) or
calibrated (b) PMT gain values. Muon beam induced background is not subtracted.

Analyzing all neutron generator runs performed in 2010 and plotting the obtained 9MeV peak
positions results in the graph shown in Fig. 5.5. The error bars correspond to the �tting errors.
The neutron generator method has a stable performance and is used in run 2011 as standard
monitoring tool. To improve the performance and to understand the muon beam induced
background better, it is requested to adjust the pre-scaling factors so that enough events are
collected with trigger ]29. As a consequence, the data taking time for one data set will increase
but should be still at an acceptable level (few minutes more than in 2010). In addition, special
test runs with di�erent experimental setups (with/without nickel, with/without moderator)
and di�erent trigger settings (lower energy threshold) are planned for the future to better
understand the performance of this monitoring tool. Furthermore, e�orts will be made to use
the neutron generator data not only for monitoring but also for calibration purposes such as
corrections of non-uniformities in the energy response.

5.3 Dead Channel Recovery

During run 2010, total 8 out of 846 PMTs of the liquid xenon detector were not working. To
avoid that the outage of one PMT lowers the energy scale of the scintillation detector, the
MEG collaboration implemented the so-called �dead channel recovery� method [80]. The light
that would be measured by a broken PMT is estimated by the amount of light measured by
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Figure 5.5: Performance of the neutron generator monitoring method during run 2010. The
plot shows the relative 9MeV peak positions obtained from data sets with and without blocked
muon beam. Muon beam induced background is subtracted.

the adjacent PMTs. The neutron generator data provides a tool to check how powerful this
recovery is. By disabling some PMTs for the analysis, the e�ect of several missing PMTs on
the measured energy is estimated. The analysis is done with four di�erent sets of missing
PMTs, namely 8 (original setting), 11, 15, and 22 missing PMTs. The missing PMTs are
arbitrarily selected and only the set with 22 missing PMTs contains �ve PMTs from the inner
face of the liquid xenon detector. Figure 5.6 shows the obtained 9MeV peak positions if the
dead channel recovery is used or not. Only �ve data sets collected without muon beam are
used for this study and the �tting errors are skipped to increase the readability of the plots.
The plots show that the 9MeV peak position decreases by up to 2% if the dead channel
recovery is not applied. On the other hand, the 9MeV peak position is stable within 0.5%
if the missing PMTs are corrected with the dead channel recovery algorithm. Therefore, the
dead channel recovery works satisfactorily even with �ve missing PMTs in the inner face of
the liquid xenon detector and additional 17 missing PMTs on the other faces.

5.4 Summary

To check the performance of the liquid xenon detector in the presence of the muon beam, the
MEG collaboration adopted a monitoring method based on a pulsed neutron generator. The
neutrons are thermalized and captured in nickel which produces a photon with an energy of
9MeV. Muon beam induced background is subtracted from the collected data by producing
a background template with data collected with a special trigger. After subtracting the
background, energy spectra from data collected with and without muon beam are similar.
With the neutron generator data, the stability of the liquid xenon detector, the correctness
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Figure 5.6: Relative 9MeV peak position for �ve data sets collected without muon beam. The
plots show the results if 8, 11, 15, and 22 PMTs are missing and if the analysis is performed
without (a) and with (b) applied dead channel recovery.

of the PMT gain calibrations, and the e�ciency of the dead channel recovery is checked.
The neutron generator method showed a stable performance during run 2010 and is used as
standard monitoring tool during run 2011.
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Physics Analysis





Chapter 6

µ+→ e+ + γ Search Analysis

The o�cial analysis method of the MEG collaboration to determine the branching ratio of
the lepton �avor violating decay µ+ → e+ + γ is explained in this chapter. In addition, the
results of this analysis applied to the data sets collected in 2009 and 2010 are presented. The
discussed analysis techniques and all results originate from the MEG collaboration and are
partially published in [81].

To prevent the results from any bias, the MEG collaboration applies a blind box analysis
technique. Events around the signal region are hidden and are not used for calibrations,
background studies, and analysis optimizations. Due to �nite detector resolutions, radiative
muon decays and accidental background events are expected to be within the µ+ → e+ + γ
signal region. To address this challenge, a maximum likelihood analysis is performed to obtain
the number of signal events. The analysis window is chosen to be wide enough to not lose
signal e�ciency and to allow a simultaneous �tting of both signal and background events. The
con�dence interval for the branching ratio is obtained by using the Feldman-Cousins uni�ed
approach with pro�le likelihood ordering.

The remainder of this chapter is structured as follows: First, the de�nitions of the kinematic
variables, the blind box, and the analysis window are presented in Section 6.1. The maximum
likelihood analysis and the de�nition of the likelihood function are described in Section 6.2.
The required probability density functions are shown in Section 6.3. The con�dence level
calculation procedure and the required normalization factor are explained in Sections 6.4
and 6.5, respectively. The sensitivity reached by the MEG experiment is presented in Sec-
tion 6.6 and the results of the maximum likelihood analysis and the con�dence level calculation
are presented in Section 6.7. Finally, the systematic uncertainties are estimated in Section 6.8.

6.1 De�nitions

The used kinematic variables and the analyzed data sets are de�ned in Section 6.1.1 and
Section 6.1.2, respectively. The pre-selection cuts to reduce the amount of data are speci�ed
in Section 6.1.3. Section 6.1.4 describes the principle of blind analyses and de�nes the blind
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box used by the MEG collaboration. The analysis window in which the analysis is performed
is de�ned in Section 6.1.5. Finally, the number of background events expected to be within
the analysis window is estimated in Section 6.1.6.

6.1.1 Kinematic Variables

Signal events of the decay µ+ → e+ + γ are characterized by a photon and a positron each
carrying an energy of 52.8MeV, positron and photon must be emitted coincident in time,
and they must be emitted back-to-back from the same vertex as described in Chapter 1. To
distinguish µ+ → e+ + γ signals from background events, namely radiative muon decays and
accidental coincidences, the MEG collaboration uses �ve kinematic parameters:

• Photon energy Eγ .

• Positron energy Ee.

• Relative azimuthal angle between positron and photon φeγ that is de�ned as φeγ =
(π+φe)−φγ with φe and φγ the azimuthal angles of positron and photon, respectively.
The beam axis is taken as z-axis.

• Relative polar angle between positron and photon θeγ that is de�ned as θeγ = (π−θe)−θγ
with θe and θγ the polar angles of positron and photon, respectively. The beam axis is
taken as z-axis.

• Relative timing between positron and photon teγ obtained from the photon timing
measurement in the liquid xenon detector, the positron timing measurement in the
timing counters, and timing corrections due to particle track lengths.

6.1.2 Data Sets

Data collected by the MEG detector in 2009 and 2010 are analyzed in this and the following
chapters. The following data sets are de�ned:

• 2009 data set: Data collected during physics data taking run 2009.

• 2010 data set: Data collected during physics data taking run 2010.

• Combined data set: Data set containing data collected during physics data taking runs
2009 and 2010.

A detailed description of the physics data taking runs 2009 and 2010 of the MEG experiment
and a summary of the corresponding detector resolutions are presented in Chapter 2. It is
important to note that the analysis methods described in this and the following chapters
are separately applied to all three data sets de�ned before. This means that the results of
the combined data set are not obtained by combining the results of the 2009 and 2010 data
analysis.
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6.1.3 Pre-Selection

Full reconstruction of all collected events is time consuming as all �ve kinematic variables
must be determined for each event. A fast pre-selection to reduce the amount of data is
therefore desirable. The pre-selection cuts are de�ned as:

Liquid Xenon / Timing Counter Coincidence: − 6.9 ns ≤ tγ − tTC ≤ 4.4 ns

Drift Chamber / Timing Counter Coincidence: |ttrack − tTC| ≤ 50 ns
(6.1)

In this formula, tγ is the timing of the photon emission assuming the emission point is at
the center of the target, tTC is the timing of the timing counter bar hit, and ttrack is the
timing of the positron track in the drift chambers. The window of the liquid xenon and
timing counter coincidence is chosen to be asymmetric to not reject signal events with two
turn positrons. That are positrons following tracks with two turns in the sensitive volume of
the drift chambers before hitting the timing counter. The pre-selection is not based on fully
reconstructed kinematics but the cuts are chosen to be loose enough to not discard any signal
events. Using these pre-selection cuts reduces the amount of data and makes therefore the
analysis faster and more e�ective.

6.1.4 Blind Box

It is well known that the outcome of an experiment can be biased by the scientist's expectation
of the result. This is why blind analysis techniques become increasingly important for scien-
ti�c experiments, in particular for particle physics experiments. There exist di�erent blind
analysis methods as using a hidden signal box, adding or removing events in the signal region,
pre-scaling the data set or adding an arbitrary and unknown o�set to some observables. An
overview of di�erent blind analysis methods used in nuclear and particle physics with some ex-
amples is given in [82]. The ANTARES neutrino telescope experiment, for example, searched
for relativistic magnetic monopoles [83] by optimizing the analysis with a fraction of 15% of
the whole data set. After �xing the analysis procedure, the remaining 85% were unblinded
and analyzed. For lifetime measurements in particle physics, the usual blind analysis method
is to blind the frequency of the reference clock used for the time measurement. Examples for
this kind of blind analysis are the MuCap experiment, which determined the muon capture
rate in hydrogen gas [84], or the MuLan experiment, which measured the muon lifetime [85].
To search for rare particle decays, a blind box analysis method is well suited as the signature
of the corresponding rare decay is usually well known. The E791 collaboration, for example,
de�ned a blind box to search for the decay K0

L → µ±e± [86] and the D0 collaboration hid
the signal mass region to search for B0

s → µ+µ− [87]. A recent example of an experiment
using blind box analysis techniques is the LHCb experiment (CERN) which searches, amongst
others, for rare decays as B0

s → µ+µ− and B0 → µ+µ− [88]. The MEG collaboration also
uses the blind box analysis technique to hide µ+ → e+ + γ signal events. The blind box is
de�ned as follows:

Photon Energy: |Eγ −mµ/2| < 4.8 MeV

Timing: |teγ | ≤ 1 ns
(6.2)
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In this formula, mµ = 105.6 MeV is the muon mass. The blind box in the (Eγ , teγ) plane
is shown in Fig. 6.1. The plot shows events of the combined data set with positron energy,
azimuthal angle, and polar angle constrained to be within the analysis window, which is
de�ned in the next section. All events falling into the blind box are written to separated and
locked data �les. Only events outside the blind box are used for calibrations, background
studies, and optimization of the analysis. As calibrations might not be fully completed during
data taking, the blind box is chosen to be wide enough to cover the signal region in either
case. As soon as all calibrations are done and the analysis procedure is �xed, the blinding
box is opened and the contained data are analyzed.

Negative
Timing

Sideband

Positive
Timing

Sideband

Blind Box

Analysis
Window

Low Photon Energy Sideband

Figure 6.1: The blind box, the analysis window, both timing sidebands, and the low photon
energy sideband used by the MEG collaboration are shown in the (Eγ , teγ) plane. The plot
shows events of the combined data set with positron energy, azimuthal angle, and polar angle
constrained to be within the analysis window.

6.1.5 Analysis Window

After opening the blind box, a maximum likelihood analysis is performed in the following
�ve-dimensional analysis window:

Photon Energy: 48 MeV ≤ Eγ ≤ 58 MeV

Positron Energy: 50 MeV ≤ Ee ≤ 56 MeV

Azimuthal Angle: |φeγ | ≤ 50 mrad

Polar Angle: |θeγ | ≤ 50 mrad

Timing: |teγ | ≤ 0.7 ns

(6.3)

The analysis window is shown in Fig. 6.1. It is much wider than a simple signal window
to also include enough background events. As a consequence, the number of signal events,
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the number of radiative muon decays, and the number of accidental coincidences can be
determined simultaneously by the maximum likelihood �t.

6.1.6 Estimations from Sideband Data

So-called sidebands are used to calibrate the detector, to study the background, and to opti-
mize the analysis procedure. This term refers to a well de�ned region in the kinematic space.
The important point is that the sidebands do not include the blind box, that is, the events
within the sideband are not hidden. For the MEG experiment, the background distributions
in certain sidebands are well known. Therefore, sidebands are used to study the number of
background events expected to be within the analysis window and to cross check the analysis
procedure by applying it to sideband data instead of events within the analysis window.

Because the distribution of the accidental background is naturally constant over time, it is
evident to de�ne timing sidebands. The negative and positive timing sidebands are almost
identical with the analysis region except of the timing window which has a positive or negative
o�set of ∆t = 2 ns. With such a time di�erence between photon and positron emission, neither
signal events nor radiative muon decays are expected to be within the timing sidebands. The
de�nitions of the negative and positive timing sidebands are as follows:

Negative Timing Sideband Positive Timing Sideband

Photon Energy: 48 MeV ≤ Eγ ≤ 58 MeV 48 MeV ≤ Eγ ≤ 58 MeV

Positron Energy: 50 MeV ≤ Ee ≤ 56 MeV 50 MeV ≤ Ee ≤ 56 MeV

Azimuthal Angle: |φeγ | ≤ 50 mrad |φeγ | ≤ 50 mrad (6.4)

Polar Angle: |θeγ | ≤ 50 mrad |θeγ | ≤ 50 mrad

Timing: − 2.7 ns ≤ teγ ≤ −1.3 ns 1.3 ns ≤ teγ ≤ 2.7 ns

The MEG collaboration de�ned also extended timing sidebands with wider windows for the
timing, the photon energy, or the relative angles. Those timing sidebands are used to calculate
the probability density functions for accidental background events as described in Section 6.3.

To analyze the radiative muon decay background, a low photon energy sideband is de�ned.
With this sideband, photons with energies in the range of 40 MeV < Eγ < 47 MeV are
analyzed. The negative and positive timing sidebands and the low photon energy sideband are
shown in Fig. 6.1. Additional angular sidebands are de�ned to check if there are coincidences
of photons and positrons that are not predicted from the expected radiative muon decays and
accidental coincidences. As this thesis does not deal with those angular sidebands, the results
of this analysis are neither presented nor discussed.

The sidebands are also used to estimate the number of radiative muon decays and accidental
background events expected to be within the analysis window. Table 6.1 shows the obtained
numbers for the 2009, 2010, and combined data sets. The calculation of the expected number
of background events is done before opening the blind box. As the blind box is de�ned in
only two kinematic variables, namely the photon energy Eγ and the timing teγ , the analysis
of a hidden event might show that it is a background event. This is the reason why the
obtained expected number of background events has to be updated after opening the blind
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box. The numbers presented in Table 6.1 already contain those updates. The number of
expected background is needed for the maximum likelihood analysis, which is described in
Section 6.2. The likelihood function is constrained to the expected number of background
events by Gaussian distributed functions with mean and sigma values corresponding to the
numbers shown in Table 6.1.

Table 6.1: Expected number of radiative muon decays (RMD) and accidental background
events (ABG) within the analysis window for the 2009, 2010, and combined data sets.

Data Set RMD ABG

2009 27.2± 2.8 270.9± 8.3
2010 52.2± 6.0 610.8± 12.6

combined 79.4± 7.9 881.7± 15.1

6.2 Maximum Likelihood Analysis

Due to �nite detector resolutions, radiative muon decays and accidental coincidences are
expected to be within the µ+ → e+ +γ signal region. Consequently, it is not recommended to
obtain the number of signal events by de�ning strong signal cuts as the e�ciency of such a cut
analysis decreases by optimizing the sensitivity of the chosen cuts. To address this challenge, a
maximum likelihood analysis is performed to obtain the number of observed signal events. By
applying a maximum likelihood analysis, full information of all events is used for the analysis.
This is a useful advantage over the cut analysis which only needs the information whether
the event passes the cuts or not. The analysis window de�ned in Eq. (6.3) is chosen to be
wider than the signal region to not lose signal e�ciency and to include enough background
events. This enables a simultaneous �tting of signal events, radiative muon decays, and
accidental background events. Furthermore, performing a maximum likelihood analysis has
the advantage that the result is almost independent of the size of the analysis window, edge
e�ects are therefore negligible.

The result of the maximum likelihood analysis should include the number of signal events
Nsig, the number of radiative muon decays NRMD, and the number of accidental background
events NABG where the sum N = Nsig + NRMD + NABG is not constrained to be equal to
the number of observed events Nobs. Therefore, the MEG collaboration uses the following
extended likelihood function L with three free parameters:

L(Nsig, NRMD, NABG) =
e−N

Nobs!
· e
− (NRMD−〈NRMD〉)

2

2σ2
RMD · e

− (NABG−〈NABG〉)
2

2σ2
ABG ×

Nobs∏
i=1

(Nsig · S(~xi) +NRMD ·R(~xi) +NABG ·A(~xi)) .

(6.5)
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The �ve-dimensional vector ~xi = (Eγ , Ee, φeγ , θeγ , teγ)i describes the kinematics of the ith
event. S, R, and A are the probability density functions for signal events, radiative muon
decays, and accidental background events, respectively. The likelihood function is constrained
to the expected number of radiative muon decays (〈NRMD〉, σRMD) and accidental background
events (〈NABG〉, σABG). Those values are obtained from sideband data and are listed in Ta-
ble 6.1. Rather than maximizing the likelihood function shown in Eq. (6.5), the parameters
Nsig, NRMD, and NABG are determined by minimizing the negative-log-likelihood (NLL) func-
tion using the MINUIT package [89].

6.3 Probability Density Functions

The maximum likelihood analysis requires the probability density functions (PDFs) for sig-
nal events S, radiative muon decays R, and accidental background events A. The MEG
collaboration uses event-by-event PDFs. This means that di�erent PDFs are prepared for
di�erent detector regions and di�erent quality categories. The quality of the positron track
reconstruction, for example, depends on the number of fully e�cient drift chambers passed by
the positron. Therefore, the corresponding PDFs of each event are used for its analysis. The
sensitivity (de�ned in Section 6.6) of the 2010 data set obtained with event-by-event PDFs is
about 20% better than the sensitivity calculated with constant PDFs. Using event-by-event
PDFs has also the advantage that the combination of data sets recorded in di�erent years with
di�erent detector resolutions is straightforward. The PDFs are obtained from sideband data,
data from dedicated calibration runs, Monte Carlo studies, and theoretical considerations.
Therefore, the derivation of the PDFs is not based on data within the blind box.

In the following, the PDFs for signal events, radiative muon decays, and accidental coinci-
dences are described. The averaged PDFs of the combined data set are shown in Fig. 6.2.

6.3.1 Signal

In theory, no correlations exist between the observables Eγ , Ee, φeγ , θeγ , and teγ of a signal
event. But as the positron kinematics are obtained by �tting a track and extrapolating it to
the intersection with the target, the observables are correlated between each other. Those
correlations are included in the signal PDF. Due to position dependent detector responses,
the PDF depends additionally on the vertex location (x, y, z), the photon detection point
(u, v, w), and the positron emission angle (φe), which are de�ned in Chapter 2. The total
signal PDF is given by:

S(Eγ , Ee, φeγ , θeγ , teγ |u, v, w, x, y, z, φe) =

S(teγ |Eγ , Ee)×
S(Eγ |u, v, w)×
S(φeγ |u, v, w, x, y, z, θeγ , Ee, φe)×
S(θeγ |u, v, w, x, y, z, Ee)×
S(Ee|φe).

(6.6)
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Figure 6.2: PDFs for signal events, radiative muon decays, and accidental background events
of each observable (Eγ , Ee, φeγ , θeγ , teγ) averaged over all events within the analysis window
of the combined data set. The averaged timing PDFs for signal events and radiative muon
decays are identical.
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The timing PDF S(teγ |Eγ , Ee) is obtained by using the radiative muon decay peak in the
low photon energy sideband. The energy dependence of the photon time resolution is taken
into account and is extracted from CEX data (the CEX calibration and its purpose are de-
scribed in Chapter 2). The position dependent photon energy PDF S(Eγ |u, v, w) is also
extracted from CEX data. The relative angle PDFs S(φeγ |u, v, w, x, y, z, θeγ , Ee, φe) and
S(θeγ |u, v, w, x, y, z, Ee) are de�ned as sums of several Gaussian functions whose parameters
are obtained by taking into account the photon position resolutions, the muon vertex resolu-
tions, and the positron angle resolutions. The emission angle dependent positron energy PDF
S(Ee|φe) is obtained by �tting the kinematic edge of the Michel spectrum.

6.3.2 Radiative Muon Decay

For the radiative muon decay, the kinematic observables Eγ , Ee, φeγ , and θeγ are correlated
while teγ is independent. Therefore, a separated treatment of PDFs of each observable, as
done previously for signal events, is not applicable for radiative muon decays. The PDF for
those kind of events is de�ned as:

R(Eγ , Ee, φeγ , θeγ , teγ |u, v, w, φe, θe) =

R(Eγ , Ee, φeγ , θeγ |u, v, w, φe, θe)×
R(teγ |Eγ , Ee).

(6.7)

The �rst term is obtained by folding the theoretical four-dimensional spectrum [90] with the
detector response. The second term is extracted from the low photon energy sideband.

6.3.3 Accidental Background

The PDF of accidental background events has no correlations among the di�erent observables,
thus the PDF is given by:

A(Eγ , Ee, φeγ , θeγ , teγ |u, v, w, φe) =

A(teγ)×
A(Eγ |u, v, w)×
A(φeγ |v)×
A(θeγ |u)×
A(Ee|φe).

(6.8)

The timing PDF A(teγ) is assumed to be a constant function. All other terms in the formula
are obtained by using extended timing sidebands. It is important to note that events within
the negative and positive timing sidebands de�ned in Eq. (6.4) are not used to calculate the
accidental background PDFs. The photon energy PDF A(Eγ |u, v, w) is extracted by �tting
the sideband data with a function obtained by folding Monte Carlo distributions (radiative
muon decay and annihilation in �ight) with the detector response. Additionally, cosmic rays
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and pile-up e�ects are taken into account. The relative angle PDFs A(φeγ |v) and A(θeγ |u)
are described by a third degree polynomial function. The positron energy PDF A(Ee|φe)
is obtained by �tting the Michel edge with a �tting function derived from the theoretical
Michel spectrum, an acceptance function, and a response function composed of a sum of two
Gaussian functions.

6.4 Con�dence Interval

To calculate the upper and a possible lower limit of the con�dence interval of the branching
ratio B (µ+ → e+ + γ), a frequentist approach is used, namely the Feldman-Cousins uni�ed
approach [91]. Even though the maximum likelihood analysis described in Section 6.2 pro-
vides the best �t values for the number of radiative muon decays NRMD and the number
of accidental background events NABG, the �nal result of the MEG experiment will be a
con�dence interval in number of signal events Nsig. That means, upper or lower limits for
the parameters NRMD and NABG are not of any interest. Therefore, NRMD and NABG are so-
called nuisance parameters. For an analysis including nuisance parameters, a pro�le likelihood
ratio can be used to determine the con�dence interval including the systematic uncertainty
from the number of background events [9]. For the MEG experiment, the pro�le likelihood
ratio is de�ned as:

λp(Nsig) =
L(Nsig,

ˆ̂
NRMD(Nsig),

ˆ̂
NABG(Nsig))

L(N̂sig, N̂RMD, N̂ABG)
. (6.9)

In this formula, N̂sig, N̂RMD, and N̂ABG are the best �t values obtained from the maximum
likelihood analysis, that is, the triplet (N̂sig, N̂RMD, N̂ABG) maximizes the likelihood function

L de�ned in Eq. (6.5). The values of ˆ̂
NRMD(Nsig) and ˆ̂

NABG(Nsig) maximize the likelihood
function L for �xed Nsig. For the con�dence interval calculation, the MEG collaboration
de�nes the following test statistics:

q(Nsig) =− 2 ln(λp(Nsig)). (6.10)

With this test statistics, the con�dence interval is determined by means of the following
procedure:

1. A set of di�erent values for Nsig is de�ned, for example {Nsig} = {0, 1, 2, . . . , 19, 20}.

2. A large number (typically around Ntoy(Nsig) = 10'000) of toy Monte Carlo (toyMC)
experiments are generated for each element of the set {Nsig}. The toyMC experiments
are generated by using PDFs as de�ned in Section 6.3 with the expected number of
background events (NRMD and NABG) obtained from sideband data and the chosen
number of signal events Nsig.
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3. The following is done for each toyMC experiment of each {Nsig} element:

• The maximum likelihood �t is performed to �nd the best �t values
(N̂sig, N̂RMD, N̂ABG) and Ltoy(N̂sig, N̂RMD, N̂ABG) is calculated.

• Nsig is �xed to the chosen {Nsig} element and the maximum likelihood �t is

performed to �nd the best �t values for ˆ̂
NRMD(Nsig) and ˆ̂

NABG(Nsig). Finally,

Ltoy(Nsig,
ˆ̂
NRMD(Nsig),

ˆ̂
NABG(Nsig)) is determined.

• The value of qtoy(Nsig) is calculated.

4. Now, the data is analyzed:

• The maximum likelihood �t is performed to �nd the best �t values
(N̂sig, N̂RMD, N̂ABG) and Ldata(N̂sig, N̂RMD, N̂ABG) is calculated.

• Nsig is successively �xed to each element of {Nsig} and the maximum likelihood �t

is performed to �nd the best �t values for ˆ̂
NRMD(Nsig) and

ˆ̂
NABG(Nsig). Finally,

Ldata(Nsig,
ˆ̂
NRMD(Nsig),

ˆ̂
NABG(Nsig)) is determined.

• The value of qdata(Nsig) is calculated for each element of {Nsig}.

5. To calculate the con�dence level (C.L.) for each element of {Nsig}, the number of toyMC
experiments Ncount(Nsig) with qdata(Nsig) > qtoy(Nsig) is counted and it is normalized
by the number of toyMC experiments Ntoy(Nsig) generated for that speci�c Nsig. The
con�dence level is therefore calculated with C.L.(Nsig) = Ncount(Nsig)/Ntoy(Nsig). The
obtained values of C.L.(Nsig) are plotted as a function of Nsig resulting in a so-called
con�dence level curve. An example of such a con�dence level curve is shown in Fig. 6.3.

6. The upper and a possible lower limit at 90% C.L. are extracted from the con�dence
level curve by cutting it with the C.L. = 0.9 level.

To avoid unphysical con�dence intervals, the number of signal events is constrained to be
positive (Nsig > 0) for the calculation of the con�dence level curve. This is almost equivalent
to de�ne the test statistics q as in Eq. (6.10) for Nsig > 0 and set q = 0 for Nsig ≤ 0. A small
anomaly arises only if the maximum likelihood analysis of the data results in a best �t value
of N̂sig ≤ 0. Nevertheless, this anomaly a�ects only the value of the con�dence level curve at
Nsig = 0. No lower limit of the con�dence interval is expected in this case, the anomaly is
therefore irrelevant for the result of the MEG analysis.

The accuracy of the MEG analysis method can be improved by choosing a denser grid for
{Nsig} but the computing time increases with the number of points on the con�dence level
curve. With the currently available computing power of the MEG experiment, the generation
and �tting of 1'000 toyMC experiments for the combined data set takes typically 35 minutes.
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Figure 6.3: Example of a con�dence level curve with 21 points corresponding to the set
{Nsig} = {0, 1, 2, . . . , 19, 20} together with the 90% C.L. line. For this example, the lower
limit is at approximately 1.3 and the upper limit is at roughly 12.4 signal events. This
plot shows a �ctive con�dence level curve and is not based on data collected by the MEG
experiment.

6.5 Normalization

The con�dence interval calculation described in Section 6.4 provides an upper and, if it exists,
a lower con�dence interval limit at 90% C.L. in number of signal events Nsig. Those limits
have to be normalized to get the con�dence interval of the branching ratio. The branching
ratio B (µ+ → e+ + γ) is de�ned as the fraction of muons decaying into a positron and a
photon with respect to the total number of muon decays. But as shown in Table 1.1, the
total muon rate is highly dominated by the rate of Michel decays. Therefore, the MEG
collaboration normalizes the number of signal events with the number of Michel decays:

B
(
µ+ → e+ + γ

)
=

Γ(µ+ → e+ + γ)

Γ(µ+ → e+ + νu + νe)
. (6.11)

The MEG experiment developed two methods to �nd the number of Michel decays. First,
the number is obtained by using a Michel trigger which is implemented in the normal MEG
trigger and by calculating the e�ciencies and acceptances for both Michel decays and signal
events. The �nal formula is given in [71] and all contributing factors are detailed in [25].
The other possibility to obtain the number of Michel decays is to count the radiative muon
decay events in the low photon energy sideband. The number of Michel decays is extracted by
considering the theoretical radiative muon decay branching ratio. Both methods are used for
cross checking and the results, weighted with the corresponding uncertainties, are combined to
get the �nal number of Michel decays. After determining all contributing factors, the formula
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for the branching ratio B (µ+ → e+ + γ) can be rewritten as:

B
(
µ+ → e+ + γ

)
=

Nsig

k
. (6.12)

The normalization factor k includes all information about number of Michel decays, e�cien-
cies, and acceptances. The obtained normalization factors for the 2009, 2010, and combined
data sets are summarized in Table 6.2. The results of the con�dence interval calculation
described in Section 6.4, which are given in number of signals, are inserted into Eq. (6.12) to
obtain the corresponding limits of the branching ratio.

Table 6.2: Normalization factors for the 2009, 2010, and combined data sets.

Data Set Normalization Factor k

2009 (1.08± 0.07) · 1012

2010 (2.23± 0.16) · 1012

combined (3.31± 0.22) · 1012

6.6 Sensitivity

For each data set, the MEG collaboration estimates the expected upper limit of the con�dence
interval. This is done by calculating the expected upper con�dence interval limit of generated
toyMC experiments. To cross check the obtained sensitivities, the MEG analysis method
is applied to the negative and positive timing sidebands instead the analysis window. Sec-
tion 6.6.1 explains the sensitivity calculation method and presents the obtained sensitivities.
Section 6.6.2 presents the results of the timing sideband analysis.

6.6.1 Expected Con�dence Interval Limit

The expected upper limit of the con�dence interval is obtained by generating toyMC ex-
periments assuming the background-only hypothesis. For each data set (2009, 2010, and
combined), 1'000 toyMC experiments are generated. By taking into account the correspond-
ing PDFs and the corresponding expected number of background events for each data set,
the sensitivity includes information about both resolutions and statistics. The upper con�-
dence interval limit at 90% C.L. is calculated for each generated experiment by applying the
MEG analysis method. The sensitivity is then determined by calculating the median value
of the obtained distribution of upper limits. The median value is calculated because it has
the advantage to be less sensitive to outliers than the mean value. Figure 6.4 shows the
distributions of the upper limits in number of signal events and branching ratio for the 2009,
2010, and combined data sets. The obtained sensitivities1 are summarized in Table 6.3. Those

1The sensitivity is calculated before opening the blind box with the number of expected background events
obtained from sideband data. As the number of expected background events is updated after opening the
blind box (Section 8.3.2), the sensitivity is recalculated after opening the blind box. The results shown in
Table 6.3 are the numbers obtained with the updated number of expected background events.
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(b) 2009: Branching Ratio
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Figure 6.4: Distributions of the upper limits obtained from toyMC experiments assuming
the background-only hypothesis. The plots show the distributions in number of signal events
(left) and in branching ratio (right) for the statistics and resolutions of the 2009 (top), 2010
(middle), and combined (bottom) data sets. These plots show results obtained by the MEG
collaboration.
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numbers show that the expected upper con�dence interval limit of the MEG experiment is
up to 7.5 times better than the upper limit of 1.2 · 10−11 at 90% C.L. reached by the MEGA
experiment [1].

Table 6.3: Expected upper limits at 90% C.L. obtained from toyMC experiments assuming
the background-only hypothesis in number of signals and branching ratio for the 2009, 2010,
and combined data sets.

Expected Upper Limit
Data Set Number of Signals Branching Ratio

2009 3.6 3.3 · 10−12

2010 4.8 2.2 · 10−12

combined 5.2 1.6 · 10−12

6.6.2 Results of the Timing Sideband Analysis

For testing purposes, the MEG analysis procedure is applied to events within the negative
and positive timing sidebands which are de�ned in Eq. (6.4). Neither signal nor radiative
muon decays are expected in those sidebands. For timing sideband analyses, the likelihood
function de�ned in Eq. (6.5) is therefore not constrained in the number of radiative muon
decays NRMD. The results of the sideband analysis are used to verify the maximum likelihood
�t and the con�dence level curve calculation before opening the blind box2. In addition, the
obtained upper limits for the branching ratio are estimations for the sensitivity.

The number of analyzed events, the best �t values for the number of signal events, and the
corresponding 1.645σ MINOS errors are summarized in Table 6.4. The asymmetric 1.645σ
MINOS errors obtained from MINUIT [92] are only asymptotically valid and might be wrong
in case of small data samples [93]. As a consequence, the MEG collaboration calculates the
con�dence interval limits with the Feldman-Cousins uni�ed approach instead of using MINOS
errors. The obtained upper limits3 at 90% C.L. both in number of signals and branching ratio
are also summarized in Table 6.4. No lower limits are presented because the analyses of the
timing sidebands of all data sets do not result in lower limits for the con�dence interval.

The results show that the maximum likelihood �t as well as the con�dence level calculation
works as expected and no unanticipated e�ects appear. Additionally, the upper limits in
branching ratio obtained from timing sideband data and the sensitivities presented in Table 6.3
are consistent. In summary, the analysis of the timing sidebands is a useful tool to check the
analysis procedures and to estimate the sensitivity.

2The timing sidebands are analyzed before opening the blind box by using the number of expected accidental
background events obtained from sideband data. As the number of expected background events is updated
after opening the blind box (Section 8.3.2), the timing sideband analysis is redone after opening the blind box.
The results shown in Table 6.4 are the numbers obtained with the updated number of expected background
events.

3Systematic uncertainties are not included in the upper limits obtained from the timing sideband analysis.
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Table 6.4: Results of the analysis of the negative and positive timing sidebands of the 2009,
2010, and combined data sets. The number of analyzed events Nobs, the best �t values for
the number of signal events Nsig obtained with the maximum likelihood �t, and the upper
limits at 90% C.L. in number of signal events and branching ratio B are listed. The errors
for the best �t values are 1.645σ MINOS errors.

Data Set Nobs Nsig Best Fit UL in Nsig UL in B

p
os
it
iv
e 2009 266 −7.4 +5.0

−2.8 3.0 2.8 · 10−12

2010 614 −4.3 +5.5
−2.1 3.5 1.6 · 10−12

combined 880 −7.0 +5.7
−2.2 3.67 1.1 · 10−12

ne
ga
ti
ve

2009 277 −2.1 +4.5
−2.1 3.8 3.5 · 10−12

2010 593 2.4 +7.7
−4.8 10.1 4.5 · 10−12

combined 870 0.8 +8.2
−5.2 9.06 2.7 · 10−12

6.7 Results of the 2009 and 2010 Data Analysis

This section presents the results of the 2009 and 2010 data analysis. The data analysis is
based on events with kinematics within the analysis window de�ned in Eq. (6.3). The total
number of observed events Nobs within this window are Nobs = 311 (645) for the 2009 (2010)
data set. The number of expected background events is estimated using sideband data and
the obtained values are listed in Table 6.1. The number of observed events and the number of
expected background events are consistent within uncertainties. Section 6.7.1 summarizes the
results of the maximum likelihood analysis and Section 6.7.2 presents the obtained con�dence
interval limits.

6.7.1 Results of the Maximum Likelihood Analysis

The maximum likelihood analysis described in Section 6.2 is applied to the data within the
analysis window to �nd the best �t values for the number of signal events N̂sig, the number
of radiative muon decays N̂RMD, and the number of accidental background events N̂ABG.
The results of this analysis and the corresponding asymmetric 1.645σ MINOS errors are
summarized in Table 6.5. The distributions of the events within the analysis window for all
observables Eγ , Ee, φeγ , θeγ , and teγ together with the PDFs weighted with the corresponding
best �t values for the 2009, 2010, and combined data sets are shown in Figs. 6.5 to 6.7. For this
analysis, Nsig is not constrained to the physics region, negative values are therefore allowed.
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The maximum likelihood �t of the 2009 data �nds N̂sig = 3.4 while the analysis of the 2010
data set yields a result of N̂sig = −2.2. The reason for those opposed results are statistical
�uctuations. By considering the large errors and the result of the likelihood �t of N̂sig = −0.5
for the combined data set, which contains more statistics, it is evident that the data collected
by the MEG experiment is consistent with the no-signal hypothesis.

Table 6.5: Results of the maximum likelihood analysis for the 2009, 2010, and combined
data sets. The number of observed events Nobs in the analysis window as well as the best �t
values for the number of signal events N̂sig, the radiative muon decays N̂RMD, and accidental
background events N̂ABG are listed. The errors are given in 1.645σ MINOS errors.

Data Set Nobs N̂sig N̂RMD N̂ABG

2009 311 3.4 +6.6
−4.4 26.9 +4.5

−4.5 273.1 +12.3
−12.3

2010 645 −2.2 +5.0
−1.9 50.2 +9.2

−9.2 608.5 +18.7
−18.6

combined 956 −0.5 +7.9
−4.7 76.5 +12.0

−12.0 882.1 +22.4
−22.3

6.7.2 Results of the Con�dence Level Calculation

The con�dence interval is determined using the procedure described in Section 6.4. The
obtained con�dence level curves as a function of the number of signal events as well as the
normalized curves as a function of the branching ratio are shown in Fig. 6.8. The plots show
that both an upper and a lower limit at 90% C.L. are found for the 2009 data set while only
an upper limit is found for the 2010 and the combined data set. The obtained upper and
lower limits in number of signals and branching ratio are summarized in Table 6.6. Even
though the 2009 data set leads to a lower limit of the con�dence interval, it is consistent with
the hypothesis B (µ+ → e+ + γ) = 0 with 8% probability. Therefore, the lower limit at 90%
C.L. found with the 2009 data set might be caused by a statistical �uctuation.

The results show that even with the separated data sets collected in 2009 and 2010, the
previous valid upper limit in branching ratio of 1.2 ·10−11 found by the MEGA experiment [1]
is lowered. Before opening the blind boxes, the MEG collaboration decided to publish in either
case the result of the analysis of the combined data set. Therefore, the MEG collaboration
presents [81] a new upper limit for the branching ratio of the lepton �avor violating decay
µ+ → e+ + γ of

B
(
µ+ → e+ + γ

)
< 2.4 · 10−12 at 90 % C.L. (6.13)

New physics beyond the Standard Model of particle physics is now constrained by a �ve times
tighter upper limit than with the result of MEGA.
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Figure 6.5: Distribution of all events within the analysis window of the 2009 data set for all
observables together with the maximum likelihood �t result. The total �t, the contributions
of the signal events, the radiative muon decays, and accidental background events weighted
with the corresponding best �t values are shown. These plots show results obtained by the
MEG collaboration.
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Figure 6.6: Distribution of all events within the analysis window of the 2010 data set for all
observables together with the maximum likelihood �t result. The total �t, the contributions
of the signal events, the radiative muon decays, and accidental background events weighted
with the corresponding best �t values are shown. These plots show results obtained by the
MEG collaboration.
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Figure 6.7: Distribution of all events within the analysis window of the combined data set for
all observables together with the maximum likelihood �t result. The total �t, the contributions
of the signal events, the radiative muon decays, and accidental background events weighted
with the corresponding best �t values are shown. These plots show results obtained by the
MEG collaboration.
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Table 6.6: Results of the con�dence level calculation for the 2009, 2010, and combined data
sets. The obtained upper limits (UL) and lower limits (LL) are given in number of signals (a)
and in branching ratio (b).

(a) Upper and Lower Limits in Number of Signals

Data Set LL (90% C.L.) UL (90% C.L.) UL (95% C.L.)

2009 0.2 10.4 11.9
2010 - 3.8 5.0

combined - 7.8 9.8

(b) Upper and Lower Limits in Branching Ratio

Data Set LL (90% C.L.) UL (90% C.L.) UL (95% C.L.)

2009 0.17 · 10−12 9.6 · 10−12 11.0 · 10−12

2010 - 1.7 · 10−12 2.3 · 10−12

combined - 2.4 · 10−12 2.9 · 10−12

6.8 Systematic Uncertainties

Systematic uncertainties are already included in steps (2) to (4) of the con�dence level calcu-
lation described in Section 6.4 by the following procedure:

1. The toyMC experiments are generated by using alternative PDFs, that is, PDFs with
all parameters randomized simultaneously according to their uncertainties (systematical
uncertainties and statistical �uctuations). Correlations between the errors of variables
are taken into account for the randomization.

2. The generated toyMC experiments and the data sets are then analyzed with the original
PDFs.

Therefore, all con�dence level limits presented in this chapter (except of the timing sideband
results) already include systematic uncertainties. For the combined data set, the total e�ect
of systematic uncertainties on the upper limit is roughly 2%. It is therefore signi�cantly
smaller than the statistical uncertainty of the likelihood �t. The relative contributions of
each possible source of systematic uncertainties on the total impact of 2% are determined
with the following procedure:

1. First, toyMC experiments are generated using the original PDFs andNsig = Poisson(7.8)
where 7.8 corresponds to the upper con�dence interval limit at 90% C.L. obtained from
the combined data set.
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Figure 6.8: Con�dence level curves of 2009 (a), 2010 (b), and combined (c) data sets as a
function of the number of signals along with the comparison of all con�dence level curves after
normalization (d). These plots show results obtained by the MEG collaboration.

2. The generated toyMC experiments are analyzed with the original PDFs and the likeli-
hood is calculated for the best �t value and for �xed Nsig = 7.8. Finally, the negative-
log-likelihood-ratio ∆NLLoriginal is determined.

3. For each source of systematic uncertainties the following is done:

(a) The same toyMC experiments are analyzed using alternative PDFs with param-
eters randomized according to the corresponding uncertainty. The likelihood is
calculated for the best �t value as well as for �xed Nsig = 7.8 and the negative-
log-likelihood-ratio ∆NLLalternative is determined.

(b) The RMS value of the distribution of the di�erences between the negative-log-
likelihood ratios obtained in step (2) and (3a) ∆∆NLL is then used to compare
the contribution of the di�erent sources of systematic uncertainties.

The obtained relative contributions of the systematic uncertainties on the upper limit in
branching ratio are shown in Table 6.7. Therefore, the most dominant contributions are
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uncertainties in relative angles φeγ and θeγ . They are caused by uncertainties in the alignment,
namely between liquid xenon calorimeter and positron spectrometer, between the magnetic
�eld of COBRA and the drift chamber system, and between MEG target and drift chamber
system. This is one of the reasons why the MEG collaboration introduced a new optical
survey method to determine the z position of the drift chamber system very precisely. The
optical survey of the drift chamber system is discussed in Chapter 3.

Table 6.7: Relative contributions of the most important sources of systematic uncertainties.
The values shown in this table are the obtained RMS values of the ∆∆NLL distributions in
units of ∆∆NLL and are used to compare the relative contributions of the di�erent sources
of systematic uncertainties.

RMS Uncertainty

0.18 Center of φeγ and θeγ
0.16 Positron correlations

0.1 φeγ : θeγ correlation
0.05 φe : Ee anomaly
0.05 correlation due to Ee bias

0.13 Normalization
0.07 Eγ scale
0.06 Ee bias
0.06 teγ center

6.9 Summary

The MEG collaboration uses a blind box analysis technique to prevent the results from any
bias. All calibrations, the determination of the probability density functions, and the back-
ground studies are performed by means of data from sidebands or data collected during
dedicated calibration runs. After completing all calibrations and �xing the analysis proce-
dure, the blind box is opened and a maximum likelihood analysis is applied to get the best
�t value for the number of signal events. The Feldman-Cousins uni�ed approach with pro�le
likelihood ordering is applied to �nd the upper and a possible lower limit of the con�dence
interval. The analysis of the combined data set of run 2009 and 2010 results in a new upper
limit of the branching ratio of B (µ+ → e+ + γ) < 2.4 · 10−12 at 90% C.L., which lowers the
best limit known so far found by the MEGA collaboration. New physics beyond the Standard
Model is now constrained by a �ve times tighter upper limit.
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Chapter 7

Event and Background Distribution

Checks

To calculate the con�dence interval of the branching ratio B (µ+ → e+ + γ) with the o�cial
MEG analysis, probability density functions (PDFs) for signal events, radiative muon decays,
and accidental background events are required. Those PDFs are obtained without using events
within the analysis window de�ned in Eq. (6.3) or the timing sidebands de�ned in Eq. (6.4).
Therefore, goodness of �t checks can be performed to verify that the PDFs are consistent with
the background distributions in the analysis window and the timing sidebands. Section 7.1
gives an overview of the used goodness of �t methods, presents the results of the background
PDF checks with sideband data, and veri�es the agreement of the background PDFs with
the event distributions within the analysis window. Section 7.2 de�nes so-called high ranked
events and checks the distribution of those events to identify unexpected dependencies between
observables or the appearance of event clusters. The consistency checks presented in this
chapter are essential to verify that the detection and analysis processes of the MEG experiment
behave as expected. Therefore, such checks enhance the authenticity of the collected data
and the results based on these data.

7.1 Background Distributions

The basic idea of the goodness of �t checks presented in this section is to compare a data set
D with the corresponding null hypothesis H0 that is de�ned by the a priori knowledge about
the expected background distributions. Two methods are used in this chapter to perform the
goodness of �t checks, namely Paerson's χ2 test and the Kolmogorov-Smirnov test, which
are both described in Section 7.1.1. The goodness of �t checks are applied to two signi�cant
application domains. First, the events within the negative and positive timing sidebands are
tested if they are consistent with the hypothesis that all events observed in those sidebands
are accidental coincidences. This null hypothesis is reasonable as neither signal events nor
radiative muon decays are expected to be within the timing sidebands due to the large time
di�erence between positron and photon. The purpose of this goodness of �t check is to validate
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the accidental background PDFs. The results are presented in Section 7.1.2. Second, it is
tested if the events within the analysis window are compatible with the hypothesis that all
events within that window are background events. Therefore, the null hypothesis states that
the events within the analysis window are composed of 10% radiative muon decays and 90%
accidental coincidences. These percentages are rough estimations of the fractions of number of
radiative muon decays and accidental coincidences expected to be within the analysis window.
The results of this goodness of �t check are presented in Section 7.1.3.

In the remainder of this section, the goodness of �t checks of the negative and positive timing
sidebands are identi�ed as Test A1 and A2, respectively. The check of the analysis window is
labeled as Test B. All performed goodness of �t checks with the corresponding data sets and
null hypotheses are summarized in Table 7.1. The checks are separately applied to the 2009
and the 2010 data set.

Table 7.1: Summary of the performed goodness of �t checks including data sets D and cor-
responding null hypotheses H0 that describe the expected composition of radiative muon
decays (RMS) and accidental background events (ABG).

Test Data Set D Null Hypothesis H0

A1 Negative Timing Sideband 100% ABG
A2 Positive Timing Sideband 100% ABG

B Analysis Window 90% ABG + 10% RMD

7.1.1 Goodness of Fit Methods

The goodness of �t checks are done with two di�erent methods, namely with Paerson's χ2

test and with the Kolmogorov-Smirnov test. Both are explained in the following.

Paerson's χ2 Test

Paerson's χ2 test [94] is one of the most famous methods to check the goodness of �t between
an observed event distribution and a theoretical distribution. For the analysis presented in
this chapter, Paerson's χ2 test is done separately for each observable Eγ , Ee, φeγ , θeγ , and
teγ with the same histogram binning as the one used for Figs. 6.5 to 6.7 to plot the maximum
likelihood analysis results in Section 6.7. Therefore, the number of bins Nbin of the histograms
is set to Nbin = 25. The number of events in bin i is given by ni and the expected value of
the bin content is Ei. The test statistic χ2 is then de�ned as:

χ2 =

Nbin∑
i=1

(ni − Ei)2

Ei
. (7.1)

The crucial point is to calculate the values of Ei. As the PDFs for radiative muon decays and
accidental background events are well de�ned, the PDFs for the theoretical distributions can
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be calculated separately for each null hypothesis. In case of Test A1 and A2, the hypothesis
PDF is given by the one for accidental coincidences and for Test B, it is a combination of 10%
radiative muon decay PDF and 90% accidental background PDF. The calculated hypothesis
PDF determines the normalized probability pi to �nd an event in bin i so that

∑Nbin
i=1 pi = 1.

With the number of observed events Nobs in the data set D, the test statistic can be rewritten
as:

χ2 =

Nbin∑
i=1

(ni − piNobs)
2

piNobs
. (7.2)

Assuming a large enough number of events in each bin, this test statistic follows approximately
a χ2 distribution withNbin−1 = 24 degrees of freedom. The result of the goodness of �t checks
is given by the so-called p -value. It describes the probability to observe a data distribution
with larger or equal value of χ2 than the one of the analyzed data set under the assumption
that the null hypothesis is true. If the calculated p -value is less than the signi�cant value,
which is often de�ned as 0.01 or 0.001, the null hypothesis is rejected.

For Paerson's χ2 test, it is necessary to have enough events within each bin as the approxi-
mation of a χ2 distribution is only valid in this case [94]. For the combined data set, there
are less than 1'000 events within the analysis window and each timing sideband. Paerson's χ2

test is therefore not the most suitable method to perform goodness of �t checks. The problem
of bins with small content can be addressed by using Monte Carlo methods [94] but the result
will still depend on the chosen binning. This is the reason why the goodness of �t checks are
also done with the Kolmogorov-Smirnov test that is applied to continuous data sets, binning
is therefore not necessary.

Kolmogorov-Smirnov Test

The Kolmogorov-Smirnov test [95] is applied to one-dimensional data samples to test if a
certain data set is consistent with a given probability distribution function. No binning of the
data set is necessary, which has the advantage that no information is lost due to large bins
and that the test can be applied to small data samples.

Assuming a data set D with size N and a one-dimensional observable x with x1 ≤ x2 ≤ . . . ≤
xN , the cumulative distribution function FN (x) is de�ned as

FN (x) =
n(x)

N
=


0 if x < x1
i
N if x1 ≤ x ≤ xN
1 if xN < x

(7.3)

where n(x) is the number of observed events with xi ≤ x. In other words, FN is a step
function which can be compared with the cumulative distribution function F (x) of a certain
null hypothesis H0. The test statistic DN is the maximal vertical di�erence between F (x)
and FN (x):

DN = max
x
{|FN (x)− F (x)|}. (7.4)
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As this test statistic strongly depends on the number of events N , the following modi�ed test
statistic is used in practice [96]:

dKS = DN ·
√
N. (7.5)

Small values of dKS are equivalent to a good agreement between data set D and null hypothesis
H0. The p -value describes the probability that an event distribution with a larger or equal
dKS as the one of the analyzed data set is observed assuming the null hypothesis H0 is true.
It is calculated by using the test statistics dKS and the Kolmogorov distribution [95].

7.1.2 Accidental Background Probability Density Function Validation

using Timing Sideband Data

The previously described goodness of �t methods are applied to the negative and positive
timing sidebands (Test A1 and A2) to validate the accidental background PDFs. Table 7.2
summarizes the p -values obtained with Paerson's χ2 test and the Kolmogorov-Smirnov test.
The distributions of the measured azimuthal angles φeγ of the 2009 and the 2010 data set
with the corresponding null hypotheses are shown in Fig. 7.1. The event distributions and
null hypotheses for the other observables Eγ , Ee, θeγ , and teγ are shown in Figs. A.1 to A.4
in Appendix A. Those plots are used for Paerson's χ2 test. Figure 7.2 shows the cumula-
tive distribution functions of the measured azimuthal angle φeγ and the corresponding null
hypotheses, which are used for the Kolmogorov-Smirnov test. The cumulative distribution
functions for the other observables Eγ , Ee, θeγ , and teγ are shown in Figs. A.5 to A.8 in
Appendix A.

The Kolmogorov-Smirnov test results in small p -values for the φeγ , θeγ , and teγ distribution
of the 2009 positive timing sideband. However, by checking the event distributions shown
in Fig. 7.1, Fig. A.3, and Fig. A.4, it is evident that all these deviations are caused by large
statistical �uctuations. In conclusion, the event distributions in the timing sidebands show no
signi�cant deviations from the expected accidental background distributions, the accidental
background PDFs are therefore validated.

Table 7.2: Results of the goodness of �t checks with the negative and positive timing side-
bands (Test A1 and A2). The p -values obtained with Paerson's χ2 test and the Kolmogorov-
Smirnov (KS) test are listed for all observables.

A1 2009 A1 2010 A2 2009 A2 2010
Observable χ2 KS χ2 KS χ2 KS χ2 KS

Eγ 0.951 0.481 0.712 0.983 0.868 0.834 0.986 0.470
Ee 0.779 0.913 0.877 0.638 0.788 0.694 0.811 0.884
φeγ 0.956 0.658 0.861 0.997 0.626 0.018 0.241 0.718
θeγ 0.287 0.141 0.130 0.990 0.199 0.024 0.205 0.130
teγ 0.672 0.361 0.906 0.728 0.361 0.052 0.360 0.429
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7.1.3 Background Distribution in the Analysis Window

After validating the accidental background PDFs, the goodness of �t checks are also applied
to the analysis window (Test B). The purpose of this test is to check if the event distribution
is consistent with the expected background. Table 7.3 summarizes the p -values obtained with
Paerson's χ2 test and the Kolmogorov-Smirnov test. The event distributions with correspond-
ing null hypotheses used for Paerson's χ2 test are shown in Fig. 7.1 and Figs. A.1 to A.4 in
Appendix A. The cumulative distribution functions used for the Kolmogorov-Smirnov test are
shown in Fig. 7.2 and Figs. A.5 to A.8.

The results of Test B show that the events within the analysis window �t to the expected
background distribution for almost all observables. The only exception is the distribution of
the azimuthal angle φeγ of the 2009 data set which results in a p -value of 2.2%. By visually
checking Fig. 8.4e, it is evident that the event distribution shows large statistical �uctuations
but no signi�cant angular dependencies. In conclusion, the events of the analysis window
for 2009 and 2010 are in good agreement with the expected background distribution and no
evidence was found to reject the null hypotheses for neither 2009 nor 2010 data.

In summary, both Paerson's χ2 test and the Kolmogorov-Smirnov test show that the events
within the negative and positive timing sidebands �t to the expected accidental background
distributions and the events within the analysis window are consistent with the predicted
background composed of accidental background events and radiative muon decays. Some
of the event distributions of 2009 show small p -values. However, by visually checking the
corresponding event distributions it is evident that they are caused by statistical �uctuations.
Paerson's χ2 test and the Kolmogorov-Smirnov test are useful tools to verify the goodness
of �t of the observed events to the expected background distributions and to validate the
background PDFs.

Table 7.3: Results of the goodness of �t checks with the analysis window (Test B). The p -
values obtained with Paerson's χ2 test and the Kolmogorov-Smirnov (KS) test are listed for
all observables.

B 2009 B 2010
Observable χ2 KS χ2 KS

Eγ 0.095 0.268 0.507 0.368
Ee 0.644 0.946 0.894 0.373
φeγ 0.022 0.020 0.173 0.243
θeγ 0.859 0.794 0.840 0.879
teγ 0.566 0.976 0.125 0.556
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(d) 2010: Positive Timing Sideband
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Figure 7.1: Distributions of the measured azimuthal angles φeγ within the negative and
positive timing sidebands and within the analysis window separately plotted for the 2009
and the 2010 data set. In addition, the corresponding null hypotheses are shown. These plots
are used for Paerson's χ2 test.
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(a) 2009: Negative Timing Sideband
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(b) 2010: Negative Timing Sideband
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(c) 2009: Positive Timing Sideband
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(d) 2010: Positive Timing Sideband
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(e) 2009: Analysis Window
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(f) 2010: Analysis Window

Data Null Hypothesis

Figure 7.2: Cumulative distribution functions of the measured azimuthal angles φeγ and the
corresponding null hypotheses within the negative and positive timing sidebands and within
the analysis window separately plotted for the 2009 and the 2010 data set. These plots are
used for the Kolmogorov-Smirnov test. The position of the largest deviation between data
and null hypothesis is highlighted with a vertical line.
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7.2 Event Distributions

For the event distribution checks, all events within the analysis window are studied to identify
anomalous event clusters or unexpected dependencies. Those checks show if the detection
and reconstruction processes are well understood. In particular, the focus is on �high ranked�
events (events with high likelihood to be a µ+ → e+ +γ decay) to check if their properties are
conspicuous or not. Section 7.2.1 explains how high ranked events are de�ned and Section 7.2.2
checks the distributions of those events within the analysis window.

7.2.1 De�nition of High Ranked Events

For the MEG experiment, the best suited discriminant variable to determine the rank of an
event is the relative signal likelihood Rsig, which is de�ned as

Rsig = log10

(
S

fR ·R+ fA ·A

)
= log10

(
S

0.1 ·R+ 0.9 ·A

) (7.6)

where S, R, and A are the signal, radiative muon decay, and accidental background likelihoods,
respectively. The numbers fR = 0.1 and fA = 0.9 are rough estimations of the fractions
of number of radiative muon decays and accidental coincidences expected to be within the
analysis window. The value of Rsig is calculated for each event within the analysis window of
the 2009 and the 2010 data set. The higher this value the higher is the likelihood that this
event is a µ+ → e+ + γ decay and the higher is its rank. However, a high Rsig value does not
necessarily mean that the corresponding event is a µ+ → e+ + γ decay as the likelihood that
this event is a radiative muon decay or an accidental coincidence is not zero. The PDFs of the
relative signal likelihood for signal events, radiative muon decays, and accidental coincidences
are shown and discussed in Section 8.3.

In total, the 2009 (2010) data set contains 9 (11) high ranked events with Rsig > 0.7 including
3 (1) events with a very high relative signal likelihood of Rsig > 1.7. Table 7.4 shows the
properties of those high ranked events with the calculated value of Rsig and the observables
Eγ , Ee, φeγ , θeγ , and teγ of each event.

7.2.2 Event Distributions of the 2009 and 2010 Data Sets

In addition to check the properties of individual high ranked events, it is also informative to
study the distribution of the events within the analysis window. Such distribution plots can
provide useful hints about time dependencies or non-uniformities in the detector response. For
example, an observed time dependency of the photon energy would indicate a non-constant
detector performance or problems with the photomultiplier tube calibrations, which are de-
tailed in Chapter 2. It is also interesting to compare event distributions from di�erent runs
as the drift chamber system is extracted and reinserted in every shutdown as described in
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Table 7.4: Properties of the most high ranked events of 2009 and 2010 with Rsig > 0.7. The
rank, the detecting year, the run and event number, the value of Rsig, and the observables
Eγ , Ee, φeγ , θeγ , and teγ are listed in this table. The four most high ranked events have a
very high relative signal likelihood of Rsig > 1.7.

Rank Year Run Event Rsig Eγ Ee φeγ θeγ teγ
(MeV) (MeV) (mrad) (mrad) (ns)

1 2010 77431 1715 2.19 53.86 52.82 9.17 -34.70 0.142
2 2009 56081 35 1.96 52.38 52.43 19.88 -15.92 -0.060
3 2009 54396 1820 1.85 52.43 52.76 9.78 -13.43 0.253
4 2009 56787 1606 1.78 51.75 53.05 -10.34 20.45 -0.196

5 2010 77442 1978 1.69 50.22 53.32 21.20 -16.82 -0.131
6 2010 73947 1617 1.68 52.21 53.29 -45.14 43.37 0.065
7 2009 62069 107 1.66 48.18 52.94 -10.41 4.47 0.100
8 2009 64388 65 1.64 55.26 52.65 19.06 -20.89 -0.385
9 2009 59731 1212 1.59 52.05 52.43 23.52 -23.17 0.002
10 2010 75547 1635 1.50 52.49 52.41 -7.06 24.35 -0.118
11 2009 59016 611 1.49 51.99 52.67 16.27 -21.56 0.249
12 2010 74577 678 1.43 53.56 52.56 45.18 4.71 0.096
13 2010 83404 66 1.36 52.62 52.59 25.10 24.02 0.136
14 2010 89450 457 1.25 50.01 52.75 7.61 -17.80 0.142
15 2010 81282 933 1.23 54.83 52.36 25.68 -43.35 -0.100
16 2009 58162 1820 1.22 50.62 52.56 -14.59 25.29 -0.052
17 2009 63468 735 1.22 51.51 52.76 2.11 0.84 0.313
18 2010 83509 1360 1.04 49.22 52.96 -21.91 13.04 -0.169
19 2010 76900 695 0.92 50.11 53.33 -23.38 35.22 -0.040
20 2010 91679 1389 0.77 51.90 52.08 -0.60 -19.89 -0.058

Chapter 3. Additionally, the event distributions before and after the charge exchange (CEX)
calibration in 2010 are checked. The CEX calibration is described in Chapter 2.

Figure 7.3 shows the distributions of the measured observables (Eγ , Ee, φeγ , θeγ , teγ) and
Rsig for all events within the analysis window of the 2009 and the 2010 data set as a function
of their run number. In these plots, the four most high ranked events are identi�ed with
diamonds and the other high ranked events listed in Table 7.4 are highlighted with squares.
Events with a run number less than 70'000 were recorded in 2009 while all other events were
collected in 2010. The data break around run number 80'000 is caused by the 2010 CEX run.
By visually comparing the event distributions in Fig. 7.3, no signi�cant di�erences between
data collected in 2009 and 2010 are recognizable and the interruption for the CEX run 2010
has no visible e�ect. Therefore, it can be concluded that the calibration methods work well
and the detector performance behaves as expected during run 2009 and 2010.
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Figure 7.3: Event distributions of all events within the analysis window collected in 2009 and
2010. The plots show the measured values of the �ve observables (Eγ , Ee, φeγ , θeγ , teγ) and
the calculated relative signal likelihood (Rsig) as a function of the run number. Events with
a run number less than 70'000 were recorded in 2009 while all other events were collected
in 2010. The four most high ranked events are identi�ed with diamonds and the other high
ranked events presented in Table 7.4 are highlighted with squares.
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The muon decay position (vertex) and the location of the photon detection point are also
studied. The corresponding coordinate systems are described in Chapter 2. Such studies are
used to check if the decay points on the MEG target and the photon detection points are
distributed as expected. The corresponding distributions as a function of the run number are
shown in Fig. A.9 in Appendix A. Again, the distributions show no time dependencies and
there are also no event clusters visible.

Instead of analyzing those coordinates as a function of the run number, it is also possible to
plot the vertex and the photon detection point in two spatial coordinates. Such plots provide
possible hints about spatially dependent e�ects. The distributions of the vertex coordinates
are shown in Fig. 7.4. The events are plotted in always two spatial coordinates and, to
distinguish properly between 2009 and 2010 data, there are separated graphs for the two data
sets. By visually checking these plots, neither event clustering nor spacial dependencies are
recognizable. Only Figs. 7.4e and 7.4f indicate that the target is not at the same position in
2009 and 2010. This is caused by the extraction and reinsertion of the support structure with
the drift chambers and the target during every shutdown. As described in Chapter 3, the
position of the target is measured with optical survey methods and is included in the analysis.
The distributions of the photon detection coordinates are shown in Fig. A.10 in Appendix A.
By visually checking the individual plots, neither unexpected spacial dependencies nor event
clustering are recognizable. In conclusion, the event distributions of the vertex and photon
detection positions do not show any anomalies.

Knowing the best �t values for the number of signal events N̂sig obtained by the maximum
likelihood analysis described in Chapter 6, a closer look at the signal region of the �ve-
dimensional observable space ~x = (Eγ , Ee, φeγ , θeγ , teγ) for the 2009 and 2010 data set is
desirable. Figures 7.5a and 7.5b show the events in the (Eγ , Ee) plane for run 2009 and 2010,
respectively. Figures 7.5c and 7.5d show the events in the (teγ ,Θeγ) plane for run 2009 and
2010, respectively. The opening angle Θeγ is de�ned as

Θeγ = sin(θγ) cos(φγ) sin(θe) cos(φe)

+ sin(θγ) sin(φγ) sin(θe) sin(φe)

+ cos(θγ) cos(θe)

(7.7)

with θγ and φγ (θe and φe) being the polar and azimuthal angles of the photon (positron).
The plots show that the three most high ranked events of the 2009 data set are close to the
signal region in all dimensions while the event with the highest Rsig value of the 2010 data set
is outside of the signal region. This observation is consistent with the best �t values of the
maximum likelihood analysis with N̂sig = 3.4 for 2009 and N̂sig = −2.2 for 2010 presented in
Chapter 6.
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Figure 7.4: Event distributions of the muon decay vertex coordinates (x, y, z) separately plot-
ted for the 2009 and 2010 data set. The events are plotted in always two spatial coordinates.
The four most high ranked events are identi�ed with diamonds and the other high ranked
events presented in Table 7.4 are highlighted with squares.
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Figure 7.5: Event distributions separately plotted for the 2009 and 2010 data set. The
(Eγ , Ee) plane is plotted in (a) and (b) and the (teγ ,Θeγ) plane is plotted in (c) and (d). An
additional dashed box is drawn to visually indicate the signal region even if it is not used in the
µ+ → e+ + γ search analysis. The four most high ranked events are identi�ed with diamonds
and the other high ranked events presented in Table 7.4 are highlighted with squares.

7.3 Summary

This chapter described several tools to check the consistency of the data collected by the
MEG detector. First, two goodness of �t methods were introduced, namely Paerson's χ2

test and the Kolmogorov-Smirnov test. Those goodness of �t checks were applied to the
negative and positive timing sideband and the analysis window of the 2009 and the 2010
data set to validate the accidental background probability density functions and to con�rm
the consistency between the event distribution and the expected background. To exclude
unexpected event clusters or dependencies between observables, the event distributions of the
analysis window of the 2009 and the 2010 data set were plotted. In particular, the focus was
placed on events with high relative signal likelihood. The results of all tests did not show any
signi�cant deviations from the expectation.
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Chapter 8

Relative Signal Likelihood Analysis

The analysis procedure described in Chapter 6 to determine the con�dence interval of the
branching ratio B (µ+ → e+ + γ) is the o�cial analysis method of the MEG collaboration
to analyze the collected data. This analysis method is extremely time-consuming as the
calculation of the con�dence level curve requires the generation and analysis of many toyMC
experiments in all �ve dimensions of the kinematic space (Eγ , Ee, φeγ , θeγ , teγ). Therefore,
alternative analysis methods that allow a faster estimation of the con�dence interval limits
are desired. Those estimations should be as accurate as possible such that they can be used
to verify the results of the o�cial MEG analysis. In particular, the computing time can be
reduced by transforming the information about the events from the �ve-dimensional kinematic
space into the one-dimensional space of a discriminant variable. This chapter describes two
analysis methods based on such a discriminant variable, namely the relative signal likelihood
Rsig. The de�nition of Rsig and the corresponding probability density functions for signal
events, radiative muon decays, and accidental coincidences are introduced in Section 8.1. In
addition, the event distributions of the 2009 and 2010 data sets as a function of Rsig are
presented, the Rsig condition is introduced, and goodness of �t checks are performed. A
cut analysis method that is performed in the one-dimensional Rsig space to calculate the
con�dence interval limits and the achieved results are presented in Section 8.2. Finally, an
alternative analysis method based on the relative signal likelihood to calculate the con�dence
interval for the branching ratio B (µ+ → e+ + γ) is detailed in Section 8.3. It includes a
maximum likelihood analysis and the Feldman-Cousins uni�ed approach.

The cut analysis and the alternative analysis method were developed and optimized with the
opened blind box of run 2009. After de�ning the analysis procedure and �xing all parameters,
the analysis methods have been applied to the opened blind box of run 2010 and the combined
data set.

8.1 The Relative Signal Likelihood Rsig

Each event collected by the MEG detector is completely characterized by the photon and
the positron energy, the azimuthal and the polar angle, and the timing. This means that
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all information about an event is speci�ed in the �ve-dimensional space of the observable
~x = (Eγ , Ee, φeγ , θeγ , teγ) which makes the generation and analysis of toyMC events time-
consuming. To reduce computing time, the information about the events is transformed into
a one-dimensional discriminant variable. The best suited discriminant variable for the MEG
experiment is the relative signal likelihood Rsig. For each event, the value of Rsig is calculated
with the formula

Rsig = log10

(
S

fR ·R+ fA ·A

)
= log10

(
S

0.1 ·R+ 0.9 ·A

) (8.1)

where S, R, and A are the event speci�c signal, radiative muon decay, and accidental back-
ground likelihoods, respectively. The values fR = 0.1 and fA = 0.9 are rough estimations of
the fractions of the number of radiative muon decays and accidental coincidences expected to
be within the analysis window, which is de�ned in Eq. (6.3). The relative signal likelihood
and its de�nition were already introduced in Chapter 7 to identify high ranked events.

For any kind of analysis performed with the relative signal likelihood, the probability density
functions of Rsig for signal events, radiative muon decays, and accidental coincidences are
required. The probability density functions of Rsig are described in Section 8.1.1. In Sec-
tion 8.1.2, the event distributions as a function of Rsig are presented and the Rsig condition
is introduced. Finally, goodness of �t checks are performed in Section 8.1.3.

8.1.1 Probability Density Functions of Rsig

Unfortunately, well de�ned functions do not exist for the probability density functions (PDFs)
of Rsig for signal events S(Rsig), radiative muon decays R(Rsig), and accidental coincidences
A(Rsig) as they cannot be extracted from sideband data or dedicated calibration runs. Never-
theless, it is possible to generate many toyMC events for each kind of event by using the PDFs
of the �ve observables Eγ , Ee, φeγ , θeγ , and teγ , which were presented in Section 6.3. The
value of Rsig is calculated for each generated event and the obtained distributions are used
as PDFs of Rsig. As those PDFs are not well de�ned functions but distributions of generated
toyMC events, all analyses based on the relative signal likelihood are performed with binned
histograms.

Figure 8.1 shows the arbitrary normalized PDFs of Rsig for signal events, radiative muon
decays, and accidental coincidences, each obtained by generating 25'000'000 toyMC events
using the kinematic PDFs of the combined data set. The corresponding PDFs of the separated
data sets 2009 and 2010 are almost identical to the ones shown in Fig. 8.1 and are therefore
omitted. Generating those PDFs takes approximately 6 hours per kind of event (signal,
radiative muon decay, and accidental coincidence) and data set (2009, 2010, and combined)
with the currently available computing power of the MEG experiment.

The plotted histograms in Fig. 8.1 illustrate that the PDF for signal events is clearly distin-
guishable from the ones of the background events while the PDFs for radiative muon decays
and accidental coincidences are almost identical.
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Figure 8.1: Arbitrary normalized PDFs of Rsig for signal events, radiative muon decays, and
accidental coincidences. The PDFs are obtained by producing 25'000'000 toyMC events for
each kind of event using the kinematic PDFs of the combined data set. The PDFs are plotted
on a linear (a) and a logarithmic scale (b).

8.1.2 The Rsig Condition

The distribution of the calculated Rsig values of all events within the analysis window of the
combined data set is plotted in Fig. 8.2. The plots show that events were collected that
have small relative signal likelihoods of down to Rsig = −20. By visually checking the PDFs
shown in Fig. 8.1, it is evident that events with Rsig < −10 are background events with high
probability, that is, radiative muon decays or accidental coincidences. Therefore, a reduced
analysis window is used for analyses based on the relative signal likelihood which is de�ned
by the Rsig condition:

−10 ≤ Rsig ≤ 5. (8.2)

By applying this stronger Rsig condition, the number of observed events Nobs is reduced
and the Rsig PDFs for radiative muon decays and accidental background events are cut o�
by approximately 10% while the Rsig PDF for signal events is not a�ected. The e�ects on
the number of observed events and the PDFs by using the Rsig condition are summarized
in Table 8.1. The distributions of the calculated Rsig values of events that are within the
analysis window and ful�ll the Rsig condition are shown in Fig. 8.3. In addition, the PDFs
for signal events, radiative muon decays, and accidental background events are plotted. They
are normalized by the best �t values of the o�cial MEG maximum likelihood analysis, which
are listed in Table 6.5. Unless stated otherwise, the Rsig condition is applied to all analyzed
events for the remainder of this chapter.
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Figure 8.2: Distribution of the calculated Rsig values of all events within the analysis window
of the combined data set plotted on a linear (a) and a logarithmic scale (b).

Table 8.1: E�ects of applying the Rsig condition. The number of events passing this condition
and the corresponding relative reduction compared to the number of observed events within
the original analysis window are listed. In addition, the fractions of the PDFs for signal events,
radiative muon decays (RMD), and accidental background events (ABG) that are cut o� by
using the Rsig condition are presented.

Reduction PDF Cut O� (%)
Data Set Events of Nobs (%) Signal RMD ABG

2009 281 9.6 0 11.9 9.0
2010 616 4.5 0 7.7 6.8

Combined 897 6.2 0 9.1 7.5

8.1.3 Goodness of Fit Checks

In Chapter 7, goodness of �t checks were performed to verify that the measured event distri-
butions �t to the expected background distributions for all observables Eγ , Ee, φeγ , θeγ , and
teγ . For that purpose, Paerson's χ2 test and the Kolmogorov-Smirnov test were applied to
events within the negative and positive timing sidebands and the analysis window. The same
methods are used to check if the distributions of the calculated Rsig values are consistent with
the corresponding expected background distributions.

The data sets and null hypotheses listed in Table 7.1 are used for the goodness of �t checks
of the relative signal likelihood, that is, the same tests as in Section 7.1 are performed.
First, the event distributions of the negative and positive timing sidebands are veri�ed to be
consistent with the accidental background hypothesis (Test A1 and A2). These tests validate
the accidental background PDF. Second, the events within the analysis window are checked
to �t to the expected background distribution that is composed of 10% radiative muon decays
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Figure 8.3: Event distributions as a function of Rsig for the 2009 (a), 2010 (b), and combined
(c) data sets. The events shown in these plots are within the analysis window and ful�ll the
Rsig condition. In addition, the PDFs of Rsig for signal events, radiative muon decays, and
accidental background events are plotted. They are normalized by the best �t values of the
o�cial MEG maximum likelihood analysis (listed in Table 6.5).

and 90% accidental coincidences (Test B). All tests are separately performed for the 2009 and
the 2010 data set.

The distributions of the calculated Rsig values of events within the negative and positive timing
sidebands and within the analysis window with the corresponding null hypotheses are shown
in Fig. 8.4. These plots are used for Paerson's χ2 test. The bin width of those histograms is
chosen to be ∆Rsig = 0.5. As the expected number of events within the two bins with the
largest value of Rsig is zero, those two bins are ignored for Paerson's χ2 test. Furthermore,
the Kolmogorov-Smirnov test is performed. The cumulative distribution functions of the
calculated Rsig values and the corresponding null hypotheses are shown in Fig. 8.5. The
number of events passing the Rsig condition, the p -values obtained with Paerson's χ2 test,
and the p -values obtained with the Kolmogorov-Smirnov test are summarized in Table 8.2.
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Figure 8.4: Distributions of the calculated Rsig values within the negative and positive timing
sidebands and within the analysis window separately plotted for the 2009 and the 2010 data
set. In addition, the corresponding null hypotheses are shown. These plots are used for
Paerson's χ2 test.
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sigR
-10 -5 0 5

C
um

ul
at

iv
e 

P
ro

ba
bi

lit
y

0

0.2

0.4

0.6

0.8

1

(d) 2010: Positive Timing Sideband
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Figure 8.5: Cumulative distribution functions of the calculated Rsig values and the corre-
sponding null hypotheses within the negative and positive timing sidebands and within the
analysis window separately plotted for the 2009 and the 2010 data set. These plots are used
for the Kolmogorov-Smirnov test. The position of the largest deviation between data and null
hypothesis is highlighted with a vertical line.
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The p -values obtained with Paerson's χ2 test and the Kolmogorov-Smirnov test do not show
any signi�cant anomaly, thus, it is veri�ed that the events distributions �t to the expected
background and the accidental background PDFs are validated. This result is consistent with
the conclusions of Chapter 7.

Table 8.2: Results of the Rsig goodness of �t checks. The number of events passing the Rsig

condition, the p -values obtained with Paerson's χ2 test, and the p -values obtained with the
Kolmogorov-Smirnov (KS) test are listed for all test con�gurations.

p -Value
Test Events χ2 KS

20
09

A1 258 0.925 0.801
A2 241 0.606 0.116
B 281 0.243 0.899

20
10

A1 556 0.968 0.618
A2 578 0.884 0.296
B 616 0.991 0.733

8.2 The Rsig Cut Analysis

The purpose of the Rsig cut analysis is to verify the results of the o�cial MEG analysis
using an alternative statistical method. As the o�cial MEG analysis method described in
Chapter 6 is time-consuming, the cut analysis should be performed faster than the MEG
analysis to allow a quick estimation of the con�dence interval limits. The basic idea of this
analysis is to �nd an optimal cut for Rsig that optimizes both the signal e�ciency and the
background rejection. By counting the number of observed events and calculating the number
of expected background events with Rsig values larger than the cut, the upper limit for the
branching ratio B (µ+ → e+ + γ) is calculated using the Feldman-Cousins method [91]. In
the following, the cut analysis method is detailed in Section 8.2.1 and the results of the 2009,
2010, and combined data sets are presented in Section 8.2.2.

8.2.1 Cut Analysis Method

As described in the previous section, the information about all events is reduced to a one-
dimensional discriminant variable Rsig. By looking at the PDFs shown in Fig. 8.1, it is evident
that signal and background events are expected to have di�erent Rsig values. Nevertheless, the
plots also show that the PDFs for signal and background events overlap between −2 . Rsig .
3. The crucial task is to �nd the optimal cut c̃R for Rsig that maximizes the signal e�ciency
εS and the background rejection 1− εB simultaneously. As the Rsig PDFs are not well de�ned
functions, the cut analysis is performed with binned histograms. The signal e�ciency and the
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background rejection are therefore de�ned as:

εS(cR) =

nmax∑
i=n(cR)

S(Rsig(i))

nmax∑
i=0

S(Rsig(i))

, (8.3)

1− εB(cR) = 1−

nmax∑
i=n(cR)

B(Rsig(i))

nmax∑
i=0

B(Rsig(i))

. (8.4)

In this formula, bin i = 0 corresponds to the under�ow bin which is required to guarantee
correctly normalized signal e�ciencies and background rejections. For this analysis, bin i = 1
corresponds to Rsig(i = 1) = −10 while the last bin nmax corresponds to Rsig(nmax) = 5.
Consequently, Rsig(i) is de�ned as Rsig(i) = Rsig(nmin) + (i − 1) · ∆Rsig with ∆Rsig the
chosen bin width. The bin n(cR) denotes the bin which includes the chosen cut cR for Rsig.
S(Rsig) and B(Rsig) are the PDFs of Rsig for signals and the total background. The total
background PDF B(Rsig) is the sum of the PDFs of radiative muon decays R(Rsig) and
accidental coincidences A(Rsig) normalized by the number of expected radiative muon decays
〈NRMD〉 and accidental coincidences 〈NABG〉, which were introduced in Chapter 6 and are
listed in Table 6.1. The total background PDF is therefore de�ned as:

B(Rsig) =
〈NRMD〉 ·R(Rsig) + 〈NABG〉 ·A(Rsig)

〈NRMD〉+ 〈NABG〉
. (8.5)

The signal e�ciency and background rejection obtained with the PDFs of the combined data
set are shown in Fig. 8.6. The plots show that an increased signal e�ciency worsens the
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Figure 8.6: Signal e�ciency and background rejection as a function of the chosen cut cR
for Rsig (a) and the resulting dependency between signal e�ciency and background rejec-
tion (b). Both plots are obtained by using the PDFs and the expected background events of
the combined data set.
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background rejection and vice versa. To �nd the optimal cut, Punzi [97] proposed to de�ne
the quantity

N (cR) =
a2

8
+

9b2

13
+ a
√
〈NB(cR)〉+

b

2

√
b2 + 4a

√
〈NB(cR)〉+ 4〈NB(cR)〉 (8.6)

where the signi�cance a is chosen to be 5σ and the power b is chosen to be 90%. 〈NB(cR)〉
is the total number of background events that are expected to be above the cut cR. It
is calculated by using the expected number of background events in the analysis window
together with the background PDFs of Rsig:

〈NB(cR)〉 = (〈NRMD〉+ 〈NABG〉) ·
nmax∑
i=n(cR)

B(Rsig(i)). (8.7)

To normalize the quantity N (cR) correctly, it is divided by the product of the signal e�ciency
εS(cR), which depends on the cut cR and the normalization factor k, which is de�ned in
Section 6.5. The obtained quantity S(cR) is therefore de�ned by

S(cR) =
N (cR)

k · εS(cR)
(8.8)

and is called �Punzi sensitivity� for the remainder of this thesis. The optimal cut c̃R for Rsig

minimizes the Punzi sensitivity:

S(c̃R) = min
cR
{S(cR)}. (8.9)

After �xing the optimal cut c̃R for Rsig, the number of observed events NO(c̃R) with an Rsig

value larger than this cut are counted

NO(c̃R) =

nmax∑
i=n(c̃R)

N(i) (8.10)

with N(i) the number of observed events in bin i and n(c̃R) denotes the bin which includes
the optimal cut c̃R. Based on the number NO(c̃R) and the number of expected background
events above the cut 〈NB(c̃R)〉, the con�dence interval at 90% C.L. is calculated with the
Feldman-Cousins method [91]. To obtain the upper and possible lower limit of the branching
ratio B (µ+ → e+ + γ), the results have to be normalized with the corresponding product
k · εS(c̃R) as described before. Note that systematic uncertainties are not included in this cut
analysis.

8.2.2 Results of the Cut Analysis

The Rsig cut analysis is applied to the events within the analysis windows of the 2009, 2010,
and combined data sets. To reach an accuracy which is as good as possible, a very small
binning of ∆Rsig = 0.01 is chosen. For each data set, the optimal cut c̃R for Rsig was
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Table 8.3: Results of the Rsig cut analysis of the 2009, 2010, and combined data sets. The
cut c̃R, the corresponding signal e�ciency εS , the background rejection 1 − εB, the number
of observed events NO, the number of expected background events 〈NB〉, and the obtained
lower limits (LL) and upper limits (UL) of the branching ratio B (µ+ → e+ + γ) at 90% C.L.
are listed.

Data Set c̃R εS 1− εB NO 〈NB〉 LL UL
(%) (%) (90% C.L.) (90% C.L.)

2009 1.68 61.13 99.65 3 1.03 0.11 · 10−12 9.7 · 10−12

2010 1.73 54.50 99.68 1 2.09 - 2.0 · 10−12

combined 1.82 52.43 99.75 3 2.44 - 2.9 · 10−12

identi�ed and the upper and lower con�dence interval limits were calculated. The results
of the cut analysis are listed in Table 8.3. Figure 8.7a shows the Punzi sensitivity S(cR)
for the combined data set as a function of the cut cR. The position of the minimum of the
Punzi sensitivity is highlighted with a vertical line. In addition, the corresponding number of
observed events NO(cR) and expected number of background events 〈NB(cR)〉 as a function
of the cut cR are plotted in Fig. 8.7b.

The results listed in Table 8.3 show that the optimal cuts c̃R are approximately 1.7 for all data
sets. With those cuts, the signal e�ciency εS is given by values between 50% and 60% and
the background rejection is higher than 99.6%. As background events are not totally rejected,
some of them are expected to have Rsig values larger than the cut c̃R, namely 1.0, 2.1, and 2.4
events for the 2009, 2010, and combined data sets. The number of actually observed events
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Figure 8.7: Punzi sensitivity as a function of the cut cR (a) and the number of observed
events NO(cR) and the expected number of background events 〈NB(cR)〉 with a Rsig value
larger than the cut cR (b). The position of the minimum of the Punzi sensitivity is highlighted
with a vertical line. Both plots are obtained with the PDFs, expected background events, and
data of the combined data set.
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above the cut is NO = 3 for 2009 and NO = 1 for 2010 which is consistent with the number
of highest rank events presented in Chapter 7. The obtained upper and lower limits for the
2009 data set are in good agreement with the results of the o�cial MEG analysis presented in
Table 6.6 while slightly higher upper limits for the 2010 and combined data sets are achieved.
The upper limit for the combined data set obtained with the cut analysis is 2.9 ·10−12 at 90%
C.L. while the o�cial MEG analysis found an upper limit of 2.4 · 10−12 [81]. The Rsig cut
analysis con�rms therefore the results of the MEG collaboration.

With the currently available computing power, it takes roughly 35 minutes to generate and
analyze 1'000 toyMC experiments for the combined data set. As described in Section 6.4,
the con�dence level curve is obtained by calculating in total 21 points on the curve each
with 10'000 toyMC experiments. The total computing time for the upper limit at 90% takes
therefore roughly 120 hours. The cut analysis of the combined data set takes only 30 minutes
and is therefore 240 times faster than the o�cial MEG analysis.

The cut analysis is also applied to the negative and positive timing sidebands, which are
de�ned in Eq. (6.4). Due to the large time di�erence between photon and positron, neither
signal events nor radiative muon decays are expected to be within those sidebands. Thus, the
number of expected background events 〈NB(cR)〉 above a certain cut cR is calculated by using
the PDF of Rsig for accidental coincidences A(Rsig) and the number of expected accidental
coincidences 〈NA〉. The obtained results of the cut analysis of each data set and each timing
sideband are summarized in Table 8.4. As in the case of the o�cial MEG analysis, no lower
limits of the branching ratio B (µ+ → e+ + γ) at 90% C.L. were found. By comparing the
obtained upper limits with the results presented in Table 6.4, it is obvious that the results
from the cut analysis tend to slightly higher upper con�dence interval limits.

In conclusion, the Rsig cut analysis provides con�dence interval limits, which tend to be
slightly wider than the ones obtained with the MEG analysis. However, the cut analysis
method is a fast tool to estimate the order of magnitude of the expected con�dence interval
limits and to verify the obtained results of the o�cial MEG analysis.

Table 8.4: Results of the Rsig cut analysis of the negative and positive timing sidebands of the
2009, 2010, and combined data sets. The cut c̃R in Rsig, the corresponding signal e�ciency εS ,
the background rejection 1− εB, the number of observed events NO, the number of expected
background events 〈NB〉, and the upper limits (UL) of the branching ratio B (µ+ → e+ + γ)
at 90% C.L. are listed.

Data Set c̃R εS 1− εB NO 〈NB〉 UL
(%) (%) (90% C.L.)

p
os
it
iv
e 2009 1.67 61.51 99.63 0 1.00 2.4 · 10−12

2010 1.71 55.30 99.66 1 2.07 2.0 · 10−12

combined 1.82 52.43 99.74 1 2.30 1.3 · 10−12

ne
ga
ti
ve 2009 1.67 61.51 99.63 2 1.00 7.4 · 10−12

2010 1.71 55.30 99.66 4 2.07 5.3 · 10−12

combined 1.82 52.43 99.74 4 2.30 3.6 · 10−12
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8.3 The Rsig Alternative Analysis

The o�cial analysis method of the MEG collaboration to obtain the con�dence interval limits
at 90% C.L. is time-consuming as the analysis is performed in the �ve-dimensional kinematic
space (Eγ , Ee, φeγ , θeγ , teγ). To reduce computing time, a cut analysis based on the relative
signal likelihood Rsig was introduced in Section 8.2. The obtained con�dence interval limits
tend to be wider than the results of the o�cial MEG analysis. Therefore, an alternative
analysis method with a computing time similar to the cut analysis and a precision of the
con�dence interval limits similar to the MEG analysis is desirable.

This section describes an alternative analysis method based on the relative signal likeli-
hood Rsig to calculate the con�dence interval limits of the branching ratio B (µ+ → e+ + γ).
It includes a maximum likelihood analysis and Feldman-Cousins uni�ed approach with pro�le
likelihood ordering. Section 8.3.1 describes the basic idea of this analysis method and the
expected background is calculated in Section 8.3.2. A detailed discussion about the analysis
method, that is the maximum likelihood analysis and the con�dence interval calculation, is
given in Section 8.3.3. The sensitivity of this method and the impact of uncertainties are esti-
mated in Section 8.3.4 and Section 8.3.5, respectively. The results of the alternative analysis
method for the 2009, 2010, and combined data sets are presented in Section 8.3.6 and they are
compared with the results of the o�cial MEG analysis in Section 8.3.7. Finally, sensitivities
reachable by the MEG experiment in the next few years are estimated in Section 8.3.8.

8.3.1 Basic Idea

The relative signal likelihood Rsig, which was introduced in Section 8.1, is calculated for
each event collected by the MEG detector in 2009 and 2010. As described in Section 8.1.1,
the PDFs of Rsig for signal events S(Rsig), radiative muon decays R(Rsig), and accidental
coincidences A(Rsig) are available as binned histograms. Therefore, it is possible to perform
a maximum likelihood analysis in the one-dimensional space of the relative signal likelihood.

The maximum likelihood analysis used for the o�cial MEG analysis is described in Section 6.2.
It provides the number of signal events Nsig, radiative muon decays NRMD, and accidental
background events NABG simultaneously. By looking at the PDFs of Rsig shown in Fig. 8.1,
it is evident that the PDFs for radiative muon decays and accidental coincidences are almost
identical. With such similar PDFs, it is not possible to determine the number of radiative
muon decays and accidental coincidences simultaneously. Nevertheless, the expected fraction
between those two kinds of events within the analysis window is roughly known. Therefore,
a new PDF B(Rsig) can be derived from the PDFs of radiative muon decays and accidental
coincidences by normalizing them by the �xed fraction between the two kind of events. This
new PDF describes the total background composed of radiative muon decays and accidental
background events. For analyses with the timing sidebands de�ned in Eq. (6.4), the total
background is composed of accidental coincidences as no radiative muon decays are expected
to be within those sidebands. The following PDFs are therefore used for the maximum
likelihood analysis described in this chapter:
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• S(Rsig): Relative signal likelihood PDF for signal events

• B(Rsig): Relative signal likelihood PDF for background events

� Analysis Window: B(Rsig) = 0.1 ·R(Rsig) + 0.9 ·A(Rsig)

� Timing Sidebands: B(Rsig) = A(Rsig)

Figure 8.8a shows the PDFs of Rsig for signal and background events used for the maximum
likelihood analysis of the analysis window of the combined data set. The PDFs for signal and
background events used for the timing sideband analysis of the combined data set are shown
in Fig. 8.8b. By comparing the PDFs for background events, it is evident that they are almost
identical for analyses in the analysis window and the timing sidebands.

For the Rsig cut analysis described in Section 8.2, radiative muon decays and accidental
coincidences were treated separately by using the respective PDFs and the corresponding
numbers of expected background events, which are obtained with sideband data. For the
Rsig analysis described in this chapter, an individual treatment of radiative muon decays
and accidental coincidences is not longer possible as the fraction between the two kind of
events is �xed. Due to this �xation, a systematic e�ect is introduced into the analysis whose
consequences are estimated later in this section.
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Figure 8.8: Arbitrary normalized PDFs of Rsig for signal and background events used for the
maximum likelihood analysis of the combined data set. The PDFs used for events within the
analysis window are shown in (a) while the PDFs used for timing sideband analyses are shown
in (b).
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8.3.2 Expected Background

The maximum likelihood analysis based on the relative signal likelihood Rsig is applied to
events that are within the analysis window de�ned in Eq. (6.3) and ful�ll the Rsig condition
de�ned in Eq. (8.2). This means that only events within the analysis window that have a
relative signal likelihood between −10 and 5 are allowed. For timing sideband studies, events
that are within the time sidebands de�ned in Eq. (6.4) and ful�ll the Rsig condition are
analyzed.

As shown in Section 8.1.2, roughly 10% of the background events are cut away by applying
the Rsig condition while signal events are una�ected. The expected number of background
events passing the Rsig condition has to be estimated to perform the maximum likelihood
analysis correctly. This value is calculated from the number of radiative muon decays and
accidental coincidences expected to be within the analysis window (listed in Table 6.1) and the
percentage of the corresponding PDFs that is cut o� by applying the Rsig condition (listed in
Table 8.1). The obtained numbers for radiative muon decays, accidental coincidence, and the
sum of them are listed in Table 8.5 together with their uncertainties. The latter are composed
of the uncertainties of the expected number of background events from the sideband data.
As the PDFs are obtained by generating 25'000'000 toyMC events for each kind of event,
statistical uncertainties coming from the PDFs are negligible.

As shown in Table 8.1, the percentages of the PDFs which are cut away by using the Rsig

condition are slightly di�erent for radiative muon decays and accidental coincidences. Nev-
ertheless, this e�ect has no signi�cant consequences on the fraction between the expected
number of radiative muon decays and accidental background events. Unless stated otherwise,
the Rsig condition is applied to all analyzed events for the remainder of this chapter.

Table 8.5: Expected number of radiative muon decays (RMD) and accidental background
events (ABG) that are within the analysis window and ful�ll the Rsig condition. The sum of
those numbers, that is, the total number of expected background (B) is used for the maximum
likelihood analysis based on Rsig.

Data Set RMD ABG B

2009 24.0± 2.5 246.5± 7.6 270.5± 7.9
2010 48.2± 5.5 569.3± 11.7 617.4± 13.0

Combined 72.2± 7.2 815.6± 14.0 887.7± 15.7

8.3.3 Analysis Method

The analysis method used for Rsig is similar to the o�cial MEG analysis method presented
in Chapter 6. This means that a maximum likelihood analysis is applied to the events within
the analysis window to �nd the number of signal events. The con�dence interval limits of the
branching ratio B (µ+ → e+ + γ) are obtained by using the Feldman-Cousins uni�ed approach
with pro�le likelihood ordering. Compared to the o�cial MEG analysis, the Rsig analysis is
performed in only one dimension, it is based on binned histograms, and it is applied to events
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passing the Rsig condition. An independent treatment of radiative muon decays and accidental
coincidences is not possible, that is, only the total background is analyzed.

In the following, the maximum likelihood analysis in Rsig is explained, the chosen binning is
discussed, and the method to calculate the con�dence level limits for the branching ratio is
presented.

Maximum Likelihood Analysis

The maximum likelihood analysis based on Rsig is applied to a number of observed events
NO that are within the analysis window Eq. (6.3) and ful�ll the Rsig condition Eq. (8.2).
The advantages of using a maximum likelihood analysis instead of a simple signal box cut
analysis were already discussed in Section 6.2. The maximum likelihood analysis provides the
number of signal events NS and the total number of background events NB. A simultaneous
determination of the number of radiative muon decays and accidental coincidences is not
possible as the PDFs for those two kind of events are too similar. The sum of NS and NB is
not constrained to be equal to the number of observed events NO. The following extended
likelihood function L with two free parameters is therefore used for this analysis:

L(NS, NB) =
e−(NS+NB)

NO!
e
− (NB−〈NB〉)

2

2σ2
B ×

NO∏
i=1

(NS · S(Rsig) +NB ·B(Rsig)) .

(8.11)

In this formula, S(Rsig) and B(Rsig) describe the PDFs of Rsig for signal and background
events, respectively. The likelihood function L is constrained to the total number of expected
background events (〈NB〉, σB) listed in Table 8.5. The parameters NS and NB are deter-
mined by minimizing the negative logarithm of the likelihood function using the MINUIT
package [89].

Binning

As the PDFs of Rsig are obtained by generating many toyMC events using the kinematic PDFs,
the previous described maximum likelihood analysis is performed with binned histograms. As
a consequence, the result of this analysis depends on the chosen binning. Due to the fact that
a lot of toyMC events were generated to produce the Rsig PDFs, it is possible to choose small
bin widths of down to ∆Rsig = 0.009. Figure 8.9 shows the best �t of the number of signals
obtained with the maximum likelihood analysis applied to the 2009 data set as a function of
the chosen number of bins in the range −10 ≤ Rsig ≤ 5.

This plot shows that the maximum likelihood analysis becomes insensitive to signal events if
larger bin widths are used for the analysis. On the other hand, the smaller the bin widths
the less depends the outcome of the maximum likelihood analysis on the chosen binning. By
choosing 500 bins or more, the observed �uctuations of the obtained number of signals are
much smaller than the statistical uncertainty of the likelihood �t as presented later in this
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chapter. For the remainder of this chapter, the range −10 ≤ Rsig ≤ 5 is divided into 900 bins
which corresponds to a bin width of ∆Rsig = 0.017.
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Figure 8.9: Best �t of the number of signals obtained with the Rsig maximum likelihood
analysis applied to the 2009 data set as a function of the number of bins. To calculate the
corresponding bin width, the range −10 ≤ Rsig ≤ 5 has to be divided by the number of bins.

Con�dence Interval Calculation

To calculate the upper and possible lower limit of the con�dence interval of the branching ratio
B (µ+ → e+ + γ), the Feldman-Cousins uni�ed approach [91] with pro�le likelihood ordering
[90] is used. The number of background events NB acts as nuisance parameter. The test
statistics q used for this analysis is given by

q(NS) = −2 ln

(
L(NS,

ˆ̂
NB(NS))

L(N̂S, N̂B)

)
(8.12)

where N̂S and N̂B are the best �t values for signal and background events obtained from the

maximum likelihood analysis. The value ˆ̂
NB(NS) maximizes the likelihood function L de�ned

in Eq. (8.11) for a �xed number of signals NS. A description of the analysis procedure to
determine the lower and upper limits of the con�dence interval is given in Section 6.4 for the
case of two kind of background events (radiative muon decays and accidental coincidences). It
can be easily translated to the case with the total background and is therefore not rewritten
here. With this analysis procedure, the con�dence level curve is calculated. The upper and
possible lower limit of the con�dence interval in number signal events are determined by
cutting the curve with the 90% con�dence level. The obtained limits are normalized with the
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normalization factor k introduced in Section 6.5 to get the con�dence interval limits of the
branching ratio B (µ+ → e+ + γ).

As described in Section 6.4, the MEG analysis uses the set Nsig = {0, 1, 2, 3, . . . , 19, 20}
to obtain the con�dence level curve. Each of the 21 points on the curve is calculated by
generating and analyzing 10'000 toyMC experiments. In order to increase the accuracy of the
Rsig analysis compared to the MEG analysis, a denser NS grid with 41 points is chosen to
obtain the con�dence level curve, namely NS = {0, 0.5, 1, 1.5, . . . , 19.5, 20}. For each point,
10'000 toyMC experiments are generated and analyzed with the Rsig alternative analysis.

8.3.4 Sensitivity

The expected upper limit of the con�dence interval was estimated in Section 6.6 for each data
set by generating and analyzing many toyMC experiments with the o�cial MEG analysis. In
addition, the o�cial MEG analysis was applied to the negative and positive timing sidebands
instead of the analysis window. The obtained results are used to cross check the calculated
sensitivity. The same idea is used to calculate the sensitivity of the Rsig alternative analysis
method. In the following, the expected upper limit of the con�dence interval is calculated
and the timing sidebands are analyzed with the Rsig alternative analysis.

Expected Con�dence Interval Limit

Many toyMC experiments are generated by using the expected number of background events
listed in Table 8.5 and the PDFs of Rsig for background events. This means that toyMC
experiments with the prevailing statistics and detector resolutions are generated for each
data set (2009, 2010, and combined) using the background-only hypothesis. Each toyMC
experiment is analyzed and the upper limit at 90% C.L. is calculated. The sensitivity is
de�ned to be the median value of the obtained distribution.

Compared to the MEG sensitivity calculation described in Section 6.6, the computing time of
the Rsig sensitivity is much shorter as discussed later in this section. Therefore, it is possible
to generate ten times more toyMC experiments for each data set (10'000 instead of 1'000)
and to choose a denser grid for the con�dence level curve (NS = {0, 0.5, 1, 1.5, . . . , 19.5, 20}
instead of Nsig = {0, 1, 2, 3, . . . , 19, 20}). Even though the number of toyMC experiments is
increased, the computing time for the sensitivity calculation is still less than one hour with
the currently available computing power of the MEG experiment.

The obtained distributions of the upper limits at 90% C.L. in number of signals and branching
ratio for each data set are shown in Fig. 8.10 and the resulting expected upper limits of the
con�dence interval are summarized in Table 8.6. By comparing those numbers with the
corresponding sensitivities obtained with the o�cial MEG analysis (listed in Table 6.3), it is
evident that they are almost identical. The sensitivity reached by the Rsig alternative analysis
is therefore as accurate as the one of the o�cial MEG analysis.
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Figure 8.10: Distributions of the upper limits obtained from toyMC experiments assuming
the background-only hypothesis. The plots show the distributions in number of signal events
(left) and in branching ratio (right) for the statistics and resolutions of the 2009 (top), 2010
(middle), and combined (bottom) data sets. For each data set, 10'000 toyMC experiments
are generated and analyzed with the Rsig alternative analysis.
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Table 8.6: Expected upper con�dence interval limits at 90% C.L. obtained from toyMC
experiments assuming the background-only hypothesis. The results are obtained with the
Rsig alternative analysis and are given in number of signals and branching ratio for the 2009,
2010, and combined data sets.

Expected Upper Limit
Data Set Number of Signals Branching Ratio

2009 3.6 3.3 · 10−12

2010 4.8 2.2 · 10−12

combined 5.4 1.6 · 10−12

Results of the Timing Sideband Analysis

For testing purposes, the Rsig alternative analysis is also applied to events within the negative
and positive timing sidebands de�ned in Eq. (6.4). Due to the large time di�erence between
positron and photon, neither signal events nor radiative muon decays are expected to be within
those sidebands. The likelihood function de�ned in Eq. (8.11) is therefore only constrained
to the expected number of accidental coincidences. The number of analyzed events, the best
�t values for the number of signals, and the calculated upper limits at 90% C.L. of the 2009,
2010, and combined data sets are listed in Table 8.7. Similar to the sideband analysis with
the o�cial MEG analysis, the Rsig alternative analysis provides no lower limits at 90% C.L.
of the branching ratio. The results are in good agreement with the numbers obtained with the
o�cial MEG analysis, which are listed in Table 6.4. This means that the maximum likelihood
�t and the con�dence level calculation work as expected and the obtained upper limits of the
branching ratio B (µ+ → e+ + γ) are consistent with the sensitivities summarized in Table 8.6.

Table 8.7: Results of the Rsig alternative analysis of the negative and positive timing sidebands
of the 2009, 2010, and combined data sets. The number of analyzed events NO, the best �t
values for the number of signal events NS obtained with the maximum likelihood �t, and the
upper limits at 90% C.L. in number of signal events and branching ratio B are listed. The
errors for the best �t values are 1.645σ MINOS errors.

Data Set NO NS Best Fit UL in NS UL in B

p
os
it
iv
e 2009 241 −6.8 +5.0

−2.7 2.8 2.6 · 10−12

2010 578 −4.5 +5.4
−2.1 3.6 1.6 · 10−12

combined 819 −7.1 +5.6
−2.1 3.1 0.9 · 10−12

ne
ga
ti
ve

2009 258 −2.3 +4.5
−2.1 3.5 3.2 · 10−12

2010 556 2.2 +7.7
−4.8 9.9 4.5 · 10−12

combined 814 0.5 +8.1
−5.1 9.0 2.7 · 10−12
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8.3.5 Uncertainties

The impact of di�erent sources of systematic and statistical uncertainties on the best �t values
and the con�dence interval limits obtained with the Rsig alternative analysis are estimated in
this section. The systematic e�ect of the �xed fraction between radiative muon decays and
accidental coincidences, the in�uence of systematic uncertainties in the PDFs, and the impact
of the chosen bin width are analyzed. The uncertainties are estimated using the combined
data set.

Fixed Fraction between Radiative Muon Decays and Accidental Coincidences

An independent treatment of radiative muon decays and accidental coincidences is not possible
with the Rsig alternative analysis because the PDFs of Rsig for those two backgrounds are too
similar. By �xing the fraction between the two kind of events, it is possible to perform
a maximum likelihood analysis and to calculate the con�dence level curve as described in
Section 8.3.3. However, this �xation introduces a systematic uncertainty to the analysis
procedure.

Figure 8.11 shows the correlation between the best �t value of the number of signals obtained
with the Rsig maximum likelihood analysis and the chosen percentage of radiative muon decays
in the total background. The deviations are much smaller than the statistical error of the
�tting.
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Figure 8.11: Best �t values of the number of signals obtained with theRsig maximum likelihood
analysis applied to the combined data set as a function of the chosen percentage of radiative
muon decays in the total background. The obtained 1.645σ MINOS errors exceed the shown
scale and are in the range of (−4.7/+ 7.9).
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By looking closely at the expected number of background events obtained from sideband
analyses (Table 6.1 used for the o�cial MEG analysis and Table 8.5 for the Rsig alternative
analysis), it is evident that the fraction of radiative muon decays in the total background
is not exactly 10% but varies between 7.8% and 9.1%. An interval of [7 %, 10 %] for the
fraction of radiative muon decays is chosen for further investigations. In this interval, the
best �t values vary by approximately 0.12 in number of signals which corresponds to 1% of
the 1.645σ MINOS �tting errors, which are in the range of (−4.7/+7.9). The con�dence level
curve for the combined data set was calculated for 7% and 10% radiative muon decays. By
comparing the resulting upper limits at 90% C.L. the systematic e�ect of �xing the fraction
between the two backgrounds is estimated to be 0.6% of the upper limit.

Systematics

To estimate the total e�ect of systematic uncertainties of the PDFs, the upper limit of the
branching ratio is calculated for the combined data set by including systematic uncertainties.
For this purpose, 12'000'000 toyMC events for each kind of event (signal, radiative muon decay,
and accidental coincidence) are generated by using alternative kinematic PDFs to produce
alternative Rsig PDFs. The alternative kinematic PDFs are the PDFs presented in Section 6.3
with all parameters randomized simultaneously according to their uncertainties (statistical
and systematic). To calculate the con�dence level curve, the required toyMC experiments are
generated by using the alternative Rsig PDFs. The generated toyMC experiments and the data
set are then analyzed with the original Rsig PDFs. This means, the same method is applied
as it is used for the o�cial MEG analysis to include systematic uncertainties (Section 6.8).
For the combined data set, the total e�ect of systematic uncertainties on the upper limit is
calculated to be 1.5%, which is consistent with the obtained result of the o�cial MEG analysis.
The systematic e�ects are therefore signi�cantly smaller than the statistical uncertainty of
the Rsig maximum likelihood �t.

Statistical E�ects

The Rsig PDFs for signal events, radiative muon decays, and accidental coincidences are pro-
duced by generating many toyMC events with the kinematic PDFs. In total 25'000'000 toyMC
events were produced for each data set (2009, 2010, and combined) and each kind of event.
The Rsig alternative analysis is based on binned histograms and depends therefore on the
chosen binning. A binning of 900 bins in the range of −10 ≤ Rsig ≤ 5 was chosen for the Rsig

alternative analysis.

In this section, the impact of the �nite number of toyMC events used for the PDFs and
the chosen binning is estimated. For this purpose, the best �t value N̂S is calculated for
the combined data set by using di�erent binnings. Figure 8.12 shows the resulting N̂S as a
function of the number of bins within the range −10 ≤ Rsig ≤ 5. For the estimation of the
statistical e�ects, only the values on the right-hand side of the vertical line are used, that is,
best �t values obtained with a binning with more than 900 bins. The systematic uncertainty
from the binning is de�ned to be the di�erence between the maximum and the minimum best
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Figure 8.12: Best �t values of the number of signals obtained with theRsig maximum likelihood
analysis applied to the combined data set as a function of the chosen number of bins within
the range −10 ≤ Rsig ≤ 5. The vertical line denotes the setting (900 bins) used for the
analyses presented in this section.

�t values and is therefore a criterion for the occurrent �uctuations. It is compared with the
1.645σ MINOS errors of the �tting, which are in the range of (−4.7/+7.9). For the combined
data set, the �uctuations cover a range of ∆NS = 0.23, which corresponds to 2.2% of the
MINOS errors. The impact of the statistical e�ects is therefore more than twice the impact
due to �xing the fraction between radiative muon decays and accidental coincidences.

The estimations of the uncertainties described in this section show that they are small com-
pared to the statistical uncertainties of the maximum likelihood �t so that they are neglected
in the following sections.

8.3.6 Results of the Rsig Alternative Analysis

This section presents the results of the Rsig alternative analysis applied to the 2009, 2010, and
combined data sets. The number of analyzed events NO, the resulting best �t values (N̂S,
N̂B), and the corresponding asymmetric 1.645σ MINOS errors obtained with MINUIT [89]
are summarized in Table 8.8. For this analysis, N̂S is not constrained to the physics region so
that negative values are allowed. The event distributions as a function of Rsig for the 2009,
2010, and combined data sets are shown in Fig. 8.13. Additionally, the total �t as well as the
contributions of signal and background events weighted with the corresponding best �t values
are plotted. As mentioned in Section 8.3.3, a very small binning was chosen for this analysis.
To increase the readability, a rougher binning of ∆Rsig = 0.5 is used to create the plots.
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Table 8.8: Results of the Rsig maximum likelihood analysis of the 2009, 2010, and combined
data sets. The number of observed events NO that are within the analysis window and ful�ll
the Rsig condition as well as the best �t values of the number of signal events N̂S and the total
number of background events N̂B are listed. The errors are given in 1.645σ MINOS errors.

Data Set NO N̂S N̂B

2009 281 3.5 +6.6
−4.4 271.8 +11.8

−11.7

2010 616 −2.2 +5.0
−1.9 617.6 +19.0

−18.9

combined 897 −0.4 +7.9
−4.7 889.8 +22.9

−22.8
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Figure 8.13: Event distribution of the calculated Rsig values of the 2009 (a), 2010 (b), and
combined (c) data sets. The events are within the analysis window and ful�ll the Rsig con-
dition. In addition, the total �t as well as the contributions of signal and background events
weighted with the corresponding best �t values obtained with the Rsig alternative analysis
are shown.
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Similar to the o�cial MEG analysis, the Rsig alternative analysis of the 2009 data set results
in N̂S = 3.5 number of signal events, the analysis of the 2010 data set yields to a result of
N̂S = −2.2, and the analysis of the combined data set �nds N̂S = −0.4. This means that the
Rsig alternative analysis con�rms the no-signal hypothesis and the obtained best �t values of
the number of signals are consistent with the o�cial MEG results presented in Table 6.5.

After determining the best �t values for the number of signal and background events, the
con�dence interval is determined using Feldman-Cousins uni�ed approach with pro�le like-
lihood ordering. The calculated con�dence level curves for each data set as a function of
the number of signals as well as the normalized curves as a function of the branching ratio
are shown in Fig. 8.14. The corresponding upper and lower limits of the con�dence interval
are summarized in Table 8.9. It is important to note that the number of signal events is
constrained to be positive to calculate the con�dence level curves (a more detailed discussion
about the consequences of this constrain is given in Section 6.4).
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Figure 8.14: Con�dence level curves of 2009 (a), 2010 (b), and combined (c) data sets as
a function of the number of signal events along with the comparison of all con�dence level
curves after normalization (d) obtained with the Rsig alternative analysis.
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The comparison of the obtained numbers with the results of the o�cial MEG analysis pre-
sented in Table 6.6 clearly shows that the two analyses provide consistent con�dence level
limits. Similar to the o�cial MEG analysis, the Rsig alternative analysis �nds for the 2009
data set both a lower and an upper con�dence interval limit at 90% C.L. while the analysis
of the 2010 and combined data sets yields only to an upper limit. Finally, also the Rsig

alternative analysis obtains an upper limit of 2.4 · 10−12 at 90% C.L. for the branching ratio
B (µ+ → e+ + γ) which lowers the result found by the MEGA experiment by a factor of
�ve. The results obtained with the o�cial MEG analysis, the Rsig cut analysis, and the Rsig

alternative analysis are compared in Section 8.3.7.

With the o�cial MEG analysis and the currently available computing power of the MEG
experiment, it takes roughly 35 minutes to generate and analyze 1'000 toyMC experiments
for the combined data set. This means, to calculate a con�dence level curve with 41 points
(NS = {0, 0.5, 1, 1.5, . . . , 19.5, 20}) each with 10'000 toyMC experiments, as it is done for
the Rsig alternative analysis, would take in total 10 days. As the Rsig alternative analysis is
performed in only one dimension, the generation and analysis of toyMC experiments is much
faster. For the statistics of the combined data set, the con�dence level curve and therefore
the con�dence interval limits are calculated within 30 minutes which lowers the computing
time of the o�cial MEG analysis by a factor of 480.

In conclusion, the Rsig alternative analysis provides con�dence interval limits that are com-
parable with the results of the o�cial MEG analysis. The Rsig alternative analysis �nds
for the combined data set an upper limit of 2.4 · 10−12 at 90% C.L. of the branching ratio
B (µ+ → e+ + γ), which is the same result as presented by the MEG collaboration [81]. A
disadvantage of the Rsig alternative analysis is that an independent treatment of radiative

Table 8.9: Results of the con�dence level calculation for the 2009, 2010, and combined data
sets obtained with the Rsig analysis. The obtained upper limits (UL) and lower limits (LL)
are given in number of signals (a) and in branching ratio (b).

(a) Upper and Lower Limits in Number of Signals

Data Set LL (90% C.L.) UL (90% C.L.) UL (95% C.L.)

2009 0.2 10.2 11.9
2010 - 3.8 5.0

combined - 7.8 9.7

(b) Upper and Lower Limits in Branching Ratio

Data Set LL (90% C.L.) UL (90% C.L.) UL (95% C.L.)

2009 0.20 · 10−12 9.5 · 10−12 11.0 · 10−12

2010 - 1.7 · 10−12 2.2 · 10−12

combined - 2.4 · 10−12 2.9 · 10−12
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muon decays and accidental coincidences is not possible. The fraction between those two
kind of background events is �xed by hand which introduces a small systematic uncertainty.
On the other hand, the relative signal likelihood analysis is performed very fast. Once the
PDFs of Rsig are generated, the Rsig analysis is performed 480 times faster than the MEG
analysis. The newly proposed analysis method is therefore a fast alternative to the o�cial
MEG analysis.

8.3.7 Comparison of Results

In this section, the con�dence interval limits obtained with the Rsig cut analysis and the
Rsig alternative analysis are compared with the results of the o�cial MEG analysis. The
obtained upper and lower limits of the con�dence intervals at 90% C.L. of the branching ratio
B (µ+ → e+ + γ) are summarized in Table 8.10. The table shows that both the cut analysis
and the alternative analysis con�rm the results obtained with the o�cial MEG analysis. The
cut analysis tends to result in con�dence intervals that are wider than the ones obtained with
the o�cial MEG analysis and the alternative analysis. The Rsig alternative analysis results
in almost identical con�dence interval limits than the o�cial MEG analysis.

Table 8.10: Upper (a) and lower (b) con�dence interval limits at 90% C.L. of the branching
ratio B (µ+ → e+ + γ) obtained with the o�cial MEG analysis, the Rsig cut analysis, and the
Rsig alternative analysis.

(a) Upper Con�dence Interval Limits of B
(
µ+ → e+ + γ

)
at 90% C.L.

Data Set MEG Analysis Cut Analysis Alternative Analysis

2009 9.6 · 10−12 9.7 · 10−12 9.5 · 10−12

2010 1.7 · 10−12 2.0 · 10−12 1.7 · 10−12

combined 2.4 · 10−12 2.9 · 10−12 2.4 · 10−12

(b) Lower Con�dence Interval Limits of B
(
µ+ → e+ + γ

)
at 90% C.L.

Data Set MEG Analysis Cut Analysis Alternative Analysis

2009 0.17 · 10−12 0.11 · 10−12 0.20 · 10−12

2010 - - -
combined - - -

8.3.8 Prospects

As described in Chapter 2, the MEG experiment performed another physics data taking run
in 2011 and a further run is planned to take place in 2012. The amount of data collected
during these runs are roughly estimated by using the run schedules and subtracting the
time needed for calibrations. No signi�cant hardware upgrades are planned for run 2011
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and 2012 so that the detector resolutions will be comparable with the performances in 2009
and 2010. Theoretically, the expected upper limits at the 90% C.L. for B (µ+ → e+ + γ)
can be estimated by calculating the sensitivity with the o�cial MEG analysis method. But
in practice, those sensitivities were never calculated with this analysis method as it is too
time-consuming especially due to the increased statistics. Therefore, the MEG collaboration
calculated the sensitivities using the Rsig cut analysis and the results were scaled to take into
account the di�erences between cut analysis and the o�cial MEG analysis. The proposed Rsig

alternative analysis method provides a fast calculation tool, which provides similar results as
the o�cial MEG analysis, a scaling factor becomes therefore unnecessary.

The number of data acquisition (DAQ) days with the MEG trigger, the normalization factor k,
and the expected total number of background events B (radiative muon decays and accidental
coincidences) for each run are listed in Table 8.11. The numbers for run 2009 and 2010
correspond to the results presented in this thesis while the numbers for 2011, 2012, and
2013 are realistic estimates. For this analysis, the expected upper limit with an additional
run performed in 2013 is also estimated even though such a physics data taking run is not
planned.

Table 8.11: Speci�cations used to calculate the sensitivities for data taking runs until 2013.
The number of DAQ days with the MEG trigger, the normalization factor k, and the expected
total number of background events B (radiative muon decays and accidental coincidences) are
listed for each run. The numbers for run 2009 and 2010 correspond to the results presented
in this thesis while the numbers for 2011, 2012, and 2013 are realistic estimates.

Data Set DAQ Days Normalization Factor k Expected Background B

2009 35 1.08 · 1012 270.5± 7.9
2010 56 2.23 · 1012 617.4± 13.0
2011∗ 81 3.36 · 1012 926.1± 15.2
2012∗ 122 5.04 · 1012 1389.2± 20.0
2013∗ 122 5.04 · 1012 1389.2± 20.0

∗ = estimates

For the following analysis, the statistics of each run beginning with 2009 are added together to
get the total amount of data after each run. The sensitivities of 2009 and 2009-2010 (combined
data set) were already calculated and are listed in Table 8.6. To calculate the expected
upper limit of 2009-2011, 2009-2012, and 2009-2013 the method described in Section 8.3.4 is
used together with the combined Rsig PDFs and the speci�cations listed in Table 8.11. The
window for the number of signals to calculate the con�dence level curves is expanded to NS =
{0, 1, 2, 3, . . . , 38, 39} to take into account the increased statistics. The obtained sensitivities
are listed in Table 8.12 together with the sensitivity of 2008 presented in Chapter 2. The
2008 statistics is not included in the analysis of the following runs. The sensitivities are also
plotted in Fig. 8.15 as a function of the number of DAQ days. The error area covers 68%
of the toyMC experiments that were generated to calculate the expected upper limit. In
addition, the actually obtained upper limits at 90% C.L. for the 2008, 2009, and 2009-2010
data taking periods are shown.
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Figure 8.15: Expected upper limits of the branching ratio B (µ+ → e+ + γ) for the physics
data taking periods from 2008 to 2013 obtained with the Rsig alternative analysis plotted as
a function of the number of DAQ days. The error area covers 68% of the toyMC experiments
that were generated to calculate the expected upper limit. In addition, the actually obtained
upper limits at 90% C.L. for the 2008, 2009, and 2009-2010 data taking periods (dots) and
the result of the MEGA experiment (horizontal line) are shown in this plot. The dates refer
to the end of the corresponding run.
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Table 8.12: Results of the sensitivity calculations for the physics data taking periods from
2008 to 2013 obtained with the Rsig alternative analysis. The sensitivities of 2008, 2009, and
2009-2010 were already presented in Chapter 2 and Section 8.3.4.

Periods Sensitivity

2008 1.3 · 10−11

2009 3.3 · 10−12

2009-2010 1.6 · 10−12

2009-2011 1.0 · 10−12

2009-2012 7.2 · 10−13

2009-2013 5.7 · 10−13

The result of the prospect calculations show that the MEG experiment can achieve a sensitivity
of 7.2·10−13 at the end of run 2012. Even tough a further run is performed in 2013 the expected
sensitivity is only 5.7 · 10−13 and is therefore signi�cantly larger than the aimed sensitivity of
10−13 in branching ratio. This means that the original goal of the MEG experiment can only
be reached with higher muon stopping rates in the target to increase the collected amount
of data. To deal with the related increase of the number of accidental background events,
signi�cantly improved detector resolutions will be necessary. Hardware upgrades are therefore
essential if the MEG collaboration wants to reach a sensitivity of 10−13 of the branching ratio
B (µ+ → e+ + γ) in the next few years.

8.4 Summary

To reduce the computing time of the con�dence level calculation, the information about each
event was translated from the �ve-dimensional observable space to the one-dimensional space
of a discriminant variable, that is, the relative signal likelihood. The probability density func-
tions of the relative signal likelihood for each kind of event are obtained by generating many
toyMC events. Goodness of �t checks were performed to verify that the event distributions �t
to the expected background. As signal and background events are expected to have di�erent
relative signal likelihoods, a cut analysis is performed to obtain the con�dence interval limits
where the optimal cut is found by minimizing the Punzi sensitivity. By counting the number
of observed events and calculating the number of expected background events above this cut,
the upper and possible lower limits are obtained by using the Feldman-Cousins method. The
calculated con�dence interval limits tend to be wider than the ones obtained with the o�cial
MEG analysis but the required computing time is two orders of magnitude shorter. Therefore,
the cut analysis method is a fast tool to estimate the reachable con�dence interval limits and
to verify the obtained results of the o�cial MEG analysis.

An alternative analysis method based on the relative signal likelihood was proposed to cal-
culate the con�dence interval of the branching ratio B (µ+ → e+ + γ). As the corresponding
probability density functions of radiative muon decays and accidental coincidences are too
similar, a separated treatment of those two kinds of background events was not possible.
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However, signal and background events are expected to have di�erent relative signal likeli-
hoods. A maximum likelihood analysis was performed to obtain the best �t values for signal
and background events. The con�dence level curve and therefore the con�dence interval was
calculated with the Feldman-Cousins uni�ed approach and pro�le likelihood ordering. The
results of the alternative analysis are comparable with the results of the o�cial MEG analysis.
For the 2009 and 2010 combined data set, the alternative analysis results in an upper limit of
2.4 · 10−12 at 90% C.L. for the branching ratio B (µ+ → e+ + γ), which is equal to the result
obtained with the o�cial MEG analysis. The major advantage of the alternative analysis
is that it is performed 480 times faster than the o�cial MEG analysis. With the currently
available computing power of the MEG experiment, the alternative analysis calculates the
con�dence interval limits within 30 minutes. The newly proposed analysis is therefore a fast
alternative to the o�cial MEG analysis method.
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Chapter 9

Conclusion and Outlook

In the Standard Model of particle physics, the lepton �avor violating decay µ+ → e+ + γ is
strongly suppressed due to small neutrino masses. However, new theoretical models describing
physics beyond the Standard Model predict branching ratios B (µ+ → e+ + γ) of up to 10−12.
The MEG collaboration is searching for the decay µ+ → e++γ aiming a sensitivity of 10−13 for
the branching ratio B (µ+ → e+ + γ). Therefore, the MEG collaboration will either prove the
existence of new physics by observing the decay µ+ → e++γ or it will put stringent constraints
on the allowed parameter space of new theoretical models. The MEG collaboration has been
taking data since 2008. The analysis of the combined data sets collected in 2009 and 2010
results in a branching ratio of B (µ+ → e+ + γ) < 2.4 · 10−12 at 90% C.L., which is the most
stringent limit on this decay to date.

In the �rst part of this thesis, improvements of the MEG drift chamber system to enhance
the performance stability and the measurement accuracy were introduced. The automated
pressure control system, which regulates the gas �ows through the drift chambers and the
COBRA magnet, achieves a pressure stability of 0.002Pa in RMS. The performance of the
pressure control system is therefore two orders of magnitude better than the required 1Pa
precision. The sophisticated high voltage system of the drift chambers ensures a stable power
supply of 0.02V in RMS for applied 1840V. The implemented step-by-step ramping, the fast
trip recovery, and the safety features ensure a safe and stable operation of the drift chambers.
Furthermore, the data of a new optical survey method using corner cube re�ectors were
analyzed and it was shown that the accuracy of the new method is signi�cantly better than
the one of the previously used optical survey method.

A measuring technique to determine the timing resolution of a DRS4 chip with a precision
of 3 ps was proposed. The technique was applied to a DRS4 evaluation board to determine
the timing resolution of a DRS4 chip independent of the MEG electronics system. The
measurements show that electrical noise has non-negligible impact on the timing resolution.
In addition, the impact of swapping clock cables on the timing measurement was studied. The
clock cables are used to synchronize the DRS chips of the MEG experiment. It was proven
that an exchanged clock cable can a�ect the timing measurement by up to 65 ps.
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In order to analyze the performance of the MEG photon detector for variable beam conditions,
the MEG collaboration adopted a monitoring method based on a pulsed neutron generator.
The muon beam induced background is subtracted from the collected neutron data by produc-
ing a background template. In this thesis, it was shown that the neutron generator method
had a stable performance during run 2010 and that beam related performance instabilities of
the photon detector can be excluded. In addition, the neutron generator method was used to
verify that the dead channel recovery algorithm to compensate broken photomultiplier tubes
works as expected.

In the second part of this thesis, analysis methods were proposed to verify that the detection
and analysis processes of the MEG experiment behave as expected. In particular, two anal-
ysis methods based on goodness of �t checks were introduced that verify the consistency of
measured event distributions and background probability density functions. Applying these
tests to the 2009 and 2010 data sets results in no signi�cant deviations from the expected
background. In addition, the event distributions of the analysis window of the 2009 and 2010
data sets were plotted with the focus placed on events with high relative signal likelihood. By
visually checking the plots, neither unexpected dependencies, nor event clusters, nor signi�cant
di�erences between the data sets were recognized.

Finally, to con�rm the results obtained with the o�cial MEG analysis, the information about
the collected events was transformed from the multidimensional parameter space to the one-
dimensional space of the relative signal likelihood. In this thesis, two analysis methods based
on the relative signal likelihood were proposed to calculate the con�dence interval limits of the
branching ratio B (µ+ → e+ + γ). First, a cut analysis was proposed where the optimal cut
for the relative signal likelihood is determined by minimizing the sensitivity. The calculated
con�dence interval limits tend to be wider than the ones obtained with the MEG analysis
method but the required computing time is two orders of magnitude faster. In particular, the
cut analysis results in a branching ratio of B (µ+ → e+ + γ) < 2.9 · 10−12 at 90% C.L. for the
combined 2009 and 2010 data set and con�rms the results of the o�cial MEG analysis. Second,
an alternative analysis method was proposed that combines a maximum likelihood analysis
and the Feldman-Cousins uni�ed approach with pro�le likelihood ordering. The alternative
analysis method is 480 times faster than the o�cial analysis method and the provided results
are comparable to the results of the MEG analysis. For the combined data set of 2009 and
2010, the alternative analysis results in an upper limit of B (µ+ → e+ + γ) < 2.4 · 10−12 at
90% C.L., which is equal to the result obtained with the MEG analysis. Therefore, the newly
proposed analysis method is a fast alternative to the o�cial MEG analysis method.

The sensitivities that can be reached by the MEG experiment in the next few years were
estimated with the alternative analysis method. The results of these prospect calculations
showed that the MEG experiment can achieve a sensitivity of 7.2 · 10−13 at the end of run
2012. This means that the original goal of the MEG collaboration, namely aiming a sensi-
tivity of 10−13, can only be reached within two or three years of data taking by using higher
muon stopping rates. To deal with the related increased number of accidental background
events, signi�cantly improved detector resolutions are required. The MEG collaboration is
now investigating various detector upgrades such as smaller photon sensors for the liquid
xenon detector, a very thin silicon vertex tracker near the target to provide an additional
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measuring point on the positron track, or an active target made of scintillating �bers. The
MEG collaboration will perform a physics data taking run in 2012, followed by detector
upgrade work in 2013-2014. Finally, the MEG collaboration expects to take physics data in
2015-2017 with the goal to reach a sensitivity below 10−13.
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Appendix A

Graphs of the Event and Background

Distribution Checks

The consistency checks described in Chapter 7 include studies about the event distributions
and goodness of �t checks to verify that the background distributions �t to the probability
density functions. As those consistency checks require a large amount of plots, only the most
important ones are shown in Chapter 7. All other plots are presented in this appendix.

Figures A.1 to A.4 show the distributions of the measured observables Eγ , Ee, θeγ , and teγ
used for Paerson's χ2 test. The corresponding cumulative distribution functions used for the
Kolmogorov-Smirnov test are shown in Figs. A.5 to A.8. The obtained p -values are listed
in Table 7.2 and Table 7.3, respectively. The results do not show any deviations from the
expectations.

The muon decay position (vertex) and the location of the photon detection point of events
within the analysis window of the 2009 and 2010 data set as a function of the run number are
shown in Fig. A.9. In these plots, the high ranked events listed in Table 7.4 are highlighted.
Events with a run number less than 70'000 were recorded in 2009 while all other events were
collected in 2010. The data break around run number 80'000 is caused by the 2010 charge
exchange calibration. The distributions show no time dependencies.

The distributions of the photon detection coordinates plotted in always two spatial coordinates
are shown in Fig. A.10. By visually checking the individual plots, neither unexpected spacial
dependencies nor event clustering are recognizable.
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(a) 2009: Negative Timing Sideband
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(b) 2010: Negative Timing Sideband
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(c) 2009: Positive Timing Sideband
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(d) 2010: Positive Timing Sideband
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(e) 2009: Analysis Window
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(f) 2010: Analysis Window

Data Null Hypothesis

Figure A.1: Distributions of the measured photon energies Eγ within the negative and positive
timing sidebands and within the analysis window separately plotted for the 2009 and the 2010
data set. In addition, the corresponding null hypotheses are shown. These plots are used for
Paerson's χ2 test.
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(b) 2010: Negative Timing Sideband
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(c) 2009: Positive Timing Sideband
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(d) 2010: Positive Timing Sideband
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Data Null Hypothesis

Figure A.2: Distributions of the measured positron energies Ee within the negative and
positive timing sidebands and within the analysis window separately plotted for the 2009 and
the 2010 data set. In addition, the corresponding null hypotheses are shown. These plots are
used for Paerson's χ2 test.
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(a) 2009: Negative Timing Sideband
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(d) 2010: Positive Timing Sideband
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Figure A.3: Distributions of the measured polar angles θeγ within the negative and positive
timing sidebands and within the analysis window separately plotted for the 2009 and the 2010
data set. In addition, the corresponding null hypotheses are shown. These plots are used for
Paerson's χ2 test.
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(a) 2009: Negative Timing Sideband
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Figure A.4: Distributions of the measured timing teγ within the negative and positive timing
sidebands and within the analysis window separately plotted for the 2009 and the 2010 data
set. In addition, the corresponding null hypotheses are shown. These plots are used for
Paerson's χ2 test.
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(a) 2009: Negative Timing Sideband

 (GeV)γE
0.048 0.05 0.052 0.054 0.056 0.058

C
um

ul
at

iv
e 

P
ro

ba
bi

lit
y

0

0.2

0.4

0.6

0.8

1

(b) 2010: Negative Timing Sideband
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(c) 2009: Positive Timing Sideband
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(d) 2010: Positive Timing Sideband
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(e) 2009: Analysis Window
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(f) 2010: Analysis Window

Data Null Hypothesis

Figure A.5: Cumulative distribution functions of the measured photon energies Eγ and the
corresponding null hypotheses within the negative and positive timing sidebands and within
the analysis window separately plotted for the 2009 and the 2010 data set. These plots are
used for the Kolmogorov-Smirnov test. The position of the largest deviation between data
and null hypothesis is highlighted with a vertical line.
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(a) 2009: Negative Timing Sideband
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(b) 2010: Negative Timing Sideband

 (GeV)eE
0.05 0.052 0.054 0.056

C
um

ul
at

iv
e 

P
ro

ba
bi

lit
y

0

0.2

0.4

0.6

0.8

1

(c) 2009: Positive Timing Sideband

 (GeV)eE
0.05 0.052 0.054 0.056

C
um

ul
at

iv
e 

P
ro

ba
bi

lit
y

0

0.2

0.4

0.6

0.8

1

(d) 2010: Positive Timing Sideband
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(e) 2009: Analysis Window
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(f) 2010: Analysis Window

Data Null Hypothesis

Figure A.6: Cumulative distribution functions of the measured positron energies Ee and the
corresponding null hypotheses within the negative and positive timing sidebands and within
the analysis window separately plotted for the 2009 and the 2010 data set. These plots are
used for the Kolmogorov-Smirnov test. The position of the largest deviation between data
and null hypothesis is highlighted with a vertical line.
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(a) 2009: Negative Timing Sideband
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(b) 2010: Negative Timing Sideband
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(c) 2009: Positive Timing Sideband
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(d) 2010: Positive Timing Sideband
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(e) 2009: Analysis Window
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(f) 2010: Analysis Window

Data Null Hypothesis

Figure A.7: Cumulative distribution functions of the measured polar angles θeγ and the
corresponding null hypotheses within the negative and positive timing sidebands and within
the analysis window separately plotted for the 2009 and the 2010 data set. These plots are
used for the Kolmogorov-Smirnov test. The position of the largest deviation between data
and null hypothesis is highlighted with a vertical line.
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(a) 2009: Negative Timing Sideband
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(b) 2010: Negative Timing Sideband
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(c) 2009: Positive Timing Sideband
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(d) 2010: Positive Timing Sideband
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(e) 2009: Analysis Window
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(f) 2010: Analysis Window

Data Null Hypothesis

Figure A.8: Cumulative distribution functions of the measured timing teγ and the corre-
sponding null hypotheses within the negative and positive timing sidebands and within the
analysis window separately plotted for the 2009 and the 2010 data set. These plots are used
for the Kolmogorov-Smirnov test. The position of the largest deviation between data and null
hypothesis is highlighted with a vertical line.
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Figure A.9: Event distributions of all events within the analysis window collected in 2009
and 2010. The plots show the coordinates of the reconstructed muon decay vertex (x, y, z)
and the coordinates of the photon detection point (u, v, w) as a function of the run number.
Events with a run number less than 70'000 were recorded in 2009 while all other events were
collected in 2010. The four most high ranked events are identi�ed with diamonds and the
other high ranked events presented in Table 7.4 are highlighted with squares.
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(d) 2010: vw Coordinates Photon Detection
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(f) 2010: uw Coordinates Photon Detection

Figure A.10: Event distributions of the photon detection coordinates (u, v, w) separately
plotted for the 2009 and 2010 data set. The events are plotted in always two spatial coor-
dinates. The four most high ranked events are identi�ed with diamonds and the other high
ranked events presented in Table 7.4 are highlighted with squares.
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